Quantitative stability estimate for inverse coefficients problem in linear elasticity
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Abstract
In this article we consider the inverse problem of reconstructing the Lamé coefficients assumed to be piecewise constants from boundary measurements. We reformulate the inverse problem into a minimization one using a Kohn-Vogelius type functional. We study the stability of the parameters when the jump of the discontinuity is perturbed. Using tools of shape calculus, we give a quantitative stability result for local optimal solution.
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1 INTRODUCTION

The inverse problem of recovering Lamé parameters consists in finding the parameters \((\lambda, \mu)\) from the knowledge of the so-called Neumann-to-Dirichlet operator \(\Lambda_{\lambda,\mu} : H^{-1/2}(\partial \Omega)^2 \rightarrow H^{1/2}(\partial \Omega)^2\). The operator \(\Lambda_{\lambda,\mu}\) maps a boundary input \(g \in H^{-1/2}(\partial \Omega)^2\) to the value \(u|_{\partial\Omega}\) of the solution \(u\) of an elliptic problem with Neumann boundary condition \(g\):

\[ \Lambda_{\lambda,\mu}(g) = u|_{\partial\Omega}. \]

The two major questions for the inverse problem are the uniqueness and the stability of a solution \(\lambda, \mu\). The question of the uniqueness in the case of perfect data, i.e. when the Neumann-to-Dirichlet operator is completely known, has led to many difficult and interesting mathematical problems and an abundant literature on the topic is available.

The question of stability consists in studying the continuous dependence of the solution on the data. Stability is necessary to ensure that a variation of the given data in a sufficiently small range leads to an arbitrarily small change in the solution, which is primordial for applications.
This concept was introduced by Hadamard in 1902 in connection with the study of boundary value problems for partial differential equations [2].

There is a extended literature on stability issues for the inverse problem of Lamé parameters, in particular for interior stability estimates, which consist in proving that, given two maps $\Lambda_{\lambda,\mu}$ and $\tilde{\Lambda}_{\tilde{\lambda},\tilde{\mu}}$, one has

$$\max \left\{ \| \lambda - \tilde{\lambda} \|_{L^\infty(\Omega)}, \| \mu - \tilde{\mu} \|_{L^\infty(\Omega)} \right\} \leq \omega \left( \| \Lambda_{\lambda,\mu} - \tilde{\Lambda}_{\tilde{\lambda},\tilde{\mu}} \|_\star \right),$$

where $\| \cdot \|_\star$ is the operator norm of $\mathcal{L}(H^{-1/2}(\Omega)^2, H^{1/2}(\Omega)^2)$ and $\omega : \mathbb{R}^+ \to \mathbb{R}$ is continuous with $\omega(t) \to 0$ as $t \to 0$. Recently a Lipschitz stability result has been proved in [14]. The proof relies in the monotonicity relation between the Lamé parameters, the Neumann-to-Dirichlet operator and the techniques of Localized potentials.

The inverse problem of reconstructing piecewise constants Lamé parameters $\lambda, \mu$ and their jump sets $\Gamma$ simultaneously has been considered in [12] and the question of stability is not so well-studied.

In this contribution, we aim at giving qualitative properties of the stability in this case. We transform the inverse problem into a minimization one and study how stable is the reconstruction of the parameters $\lambda, \mu$ when $\Gamma$ is known approximately. More precisely, we quantify the first-order stability properties of a local optimal solution of the minimization problem.

The stability estimates derived in [14] is obtained when the full Neumann-to-Dirichlet map is known. For our quantitative stability estimate we only have a finite number of measurements. To our best knowledge there are no results in this kind of stability for the problem under consideration.

In the field of PDE-constrained optimization, the differentiability and stability properties of optimal solutions with respect to parameters of the problem have been studied in details theoretically and numerically; see for instance [6–11]. Some of the ideas developed in these papers can be used for our stability analysis, unfortunately the well-known particular difficulties of differentiating with respect to the shape, in particular the fact that the set of shapes is not a vector space, prevents a direct transposition of the methods used in these papers. For our analysis on proving quantitative stability of local optimal solution, we make use of shape calculus in the spirit of [13].

The paper is organized as follows. In section 2 we describe the setting of the direct problem, the inverse problem and the minimization problem. The stability analysis of a local optimal solution is performed in section 3.

II PROBLEM FORMULATION

Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with smooth boundary $\partial \Omega = \Gamma_N \cup \Gamma_D$ and $\Gamma \in \mathcal{D}_{ad}$ with

$$\mathcal{D}_{ad} := \{ \partial D \text{ where } D \text{ is open of class } C^2, D \subset \Omega, \inf_{x \in \partial D, y \in \partial \Omega} |x - y| > \varepsilon \}$$

for some $\varepsilon > 0$. Let $\Omega_2$ be such that $\Gamma := \partial \Omega_2$ and $\Omega_1 = \Omega \setminus \overline{\Omega_2}$. Throughout the paper we work with piecewise constant parameters

$$\lambda = \lambda_1 \chi_{\Omega_1} + \lambda_2 \chi_{\Omega_2}, \quad \mu = \mu_1 \chi_{\Omega_1} + \mu_2 \chi_{\Omega_2}.$$
where $\lambda_1, \lambda_2, \mu_1, \mu_2 \in \mathbb{R}_+$ and $\chi$ denotes an indicator function. Let $0 < K_0 \leq \lambda_1, \mu_1 \leq K_1$(The parameters $\lambda_1, \mu_1$ are given and not to be identified), then we define a set of piecewise constant parameters $\mathcal{P}_{ad}$ as:

$$\mathcal{P}_{ad} = \{(\lambda, \mu) = (\lambda_1 \chi_{\Omega_1} + \lambda_2 \chi_{\Omega_2}, \mu_1 \chi_{\Omega_1} + \mu_2 \chi_{\Omega_2}) : c_0 \leq \lambda, \mu \leq c_1\},$$

where $c_0, c_1 \in \mathbb{R}_+$. For a given load $g \in H^{-1/2}(\Gamma_N)^2$ the displacement $u$ satisfies the following problem

$$
\begin{aligned}
- \text{div}(\mathbb{C} \hat{\nabla} u) &= 0 \quad \text{in} \; \Omega \setminus \Gamma, \\
[u] &= 0 \quad \text{on} \; \Gamma, \\
[(\mathbb{C} \hat{\nabla} u)\nu] &= 0 \quad \text{on} \; \Gamma, \\
(\mathbb{C} \hat{\nabla} u)\nu &= g \quad \text{on} \; \Gamma_N, \\
u &= f \quad \text{on} \; \Gamma_N, \\
\nu &= 0 \quad \text{on} \; \Gamma_D,
\end{aligned}
$$

where $\nu$ is the unit normal vector to the interface $\Gamma$ or $\partial \Omega$ pointing outward of $\Omega_2$ or $\Omega$, respectively, $f \in H^{1/2}(\Gamma_N)^2$ and $[u]$ denotes the jump of $u$ across the interface $\Gamma$. The linearized strain tensor $\hat{\nabla} u$ and the stress tensor $\mathbb{C} \hat{\nabla} u$ are given by

$$
\hat{\nabla} u = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right), \quad \mathbb{C} \hat{\nabla} u = \left( \sum_{k,l=1}^{2} C_{ijkl} \frac{\partial u_k}{\partial x_l} \right)_{1 \leq i,j \leq 2},
$$

with

$$
C_{ijkl} := \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}).
$$

It is well-known that problem (1) has a unique solution $u \in \mathcal{V}$, where

$$
\mathcal{V} := \{ u \in H^1(\Omega)^2 : \; u|_{\Gamma_D} = 0 \}.
$$

We assume that the parameters $\lambda_1, \mu_1$ are known and we consider the inverse problem of recovering the parameters $\lambda_2, \mu_2$ from the measurements $(f, g)$. We are interested in the case where the interface $\Gamma$ is known, but with some uncertainty. We aim to study how this uncertainty affects the reconstruction of $\lambda_2^*, \mu_2^*$. Note that the results could be straightforwardly extended to the case of more than just two phases, thus for clarity it is better to study the case of two phases.

A typical approach to solve the inverse problem in practice is to consider the so-called Kohn-Vogelius functional. We add a regularization term which is required due to the ill-posedness of the problem

$$
J((\lambda_2, \mu_2), \Gamma, u_n, u_d) := \int_{\Omega} \mathbb{C} \hat{\nabla} (u_n - u_d) : \nabla (u_n - u_d) \; dx + \eta \int_{\Omega_2} (\lambda_2^2 + \mu_2^2) \; dx,
$$

where $\eta > 0$. Here $u_n$ is the solution of the Neumann problem

$$
\begin{aligned}
- \text{div}(\mathbb{C} \hat{\nabla} u_n) &= 0 \quad \text{in} \; \Omega \setminus \Gamma, \\
[u_n] &= 0 \quad \text{on} \; \Gamma, \\
[(\mathbb{C} \hat{\nabla} u_n)\nu] &= 0 \quad \text{on} \; \Gamma, \\
(\mathbb{C} \hat{\nabla} u_n)\nu &= g \quad \text{on} \; \Gamma_N, \\
u &= f \quad \text{on} \; \Gamma_N, \\
u &= 0 \quad \text{on} \; \Gamma_D.
\end{aligned}
$$
and \( u_d \) is the solution of the Dirichlet problem
\[
\begin{cases}
- \text{div}(\nabla u_d) = 0 & \text{in } \Omega \setminus \Gamma, \\
[u_d] = 0 & \text{on } \Gamma, \\
[(\nabla u_d)\nu] = 0 & \text{on } \Gamma, \\
u_d = f & \text{on } \Gamma_N, \\
u_d = 0 & \text{on } \Gamma_D.
\end{cases}
\] (3)

The variational formulations of the problems (2) and (3) read respectively
\[
\text{Find } u \in \mathcal{V} \text{ such that } \int_\Omega \nabla \nabla u : \nabla v \, dx - \int_{\Gamma_N} g \cdot v \, ds = 0 \quad \forall v \in H^1(\Omega),
\] (4)
\[
\text{Find } u \in \mathcal{V} \text{ such that } \int_\Omega \nabla \nabla u : \nabla v \, dx - \int_{\Gamma_N} (u - f)(\nabla \nabla u)\nu v \, ds = 0 \quad \forall v \in H^1_0(\Omega)^2.
\] (5)

We associate with (4) the operator \( E_n((\lambda_2, \mu_2), \Gamma, u_n) : [c_0, c_1]^2 \times \mathcal{D}_{ad} \times \mathcal{V} \to \mathcal{L}(H^1(\Omega), \mathbb{R}) \)
and with (5) the operator \( E_d((\lambda_2, \mu_2), \Gamma, u_d) : [c_0, c_1]^2 \times \mathcal{D}_{ad} \times \mathcal{V} \to \mathcal{L}(H^1_0(\Omega), \mathbb{R}) = H^{-1}(\Omega). \)

We also introduce
\[
E((\lambda_2, \mu_2), \Gamma, u_n, u_d) := (E_n((\lambda_2, \mu_2), \Gamma, u_n), E_d((\lambda_2, \mu_2), \Gamma, u_d)).
\]

We are interested in the situation when the interface \( \Gamma \) is known and one wishes to reconstruct the coefficients \( \lambda_2, \mu_2 \), the corresponding minimization problem is:
\[
\begin{cases}
\text{minimize } J((\lambda_2, \mu_2), \Gamma, u_n, u_d) := \int_\Omega \nabla \nabla (u_n - u_d) : \nabla (u_n - u_d) \, dx + \eta \int_{\Omega_2} (\lambda_2^2 + \mu_2^2) \, dx \\
\text{subject to } c_0 \leq \lambda_2, \mu_2 \leq c_1 \text{ and } E((\lambda_2, \mu_2), \Gamma, u_n, u_d) = (0, 0).
\end{cases}
\] (6)

Note an optimal solution \((\lambda_2^*, \mu_2^*) = (\lambda_2^*(\Gamma), \mu_2^*(\Gamma))\) of (6), if it exists, depends on \( \Gamma \) through the state equations.

Let us define the reduced functional corresponding to problem (6).
\[
\mathcal{J}((\lambda_2, \mu_2), \Gamma) := J(\lambda_2, \mu_2, \Gamma, u_n, u_d)
\]

We start with the following theorem.

**Theorem 1:**
The minimization problem (6) has at least one solution.

**Proof.** In this proof we only write \( \mathcal{J}(\lambda_2, \mu_2) \) instead of \( \mathcal{J}((\lambda_2, \mu_2), \Gamma) \) for simplicity since \( \Gamma \) is fixed. It is clear that \( \inf \mathcal{J}(\lambda_2, \mu_2) \) is finite. Therefore there exists a minimizing sequence
\[
(\lambda^k, \mu^k) = (\lambda_1^\Omega_1 + \lambda_2^\Omega_2, \mu_1^\Omega_1 + \mu_2^\Omega_2) \in \mathcal{P}_{ad}
\]
such that
\[
\lim_{k \to +\infty} \mathcal{J}(\lambda^k, \mu^k) = \inf_{c_0 \leq \lambda_2, \mu_2 \leq c_1} \mathcal{J}(\lambda_2, \mu_2).
\]
The sequence \((\lambda_k^2, \mu_k^2)\) is bounded, thus there exists a subsequence still denoted \((\lambda_k^2, \mu_k^2)\) and some \((\lambda_2^*, \mu_2^*) \in \mathbb{R}^2\) such that
\[
\lim_{k \to \infty} (\lambda_k, \mu_k) = (\lambda_1 \chi_{\Omega_1} + \lambda_2^* \chi_{\Omega_2}, \mu_1 \chi_{\Omega_1} + \mu_2^* \chi_{\Omega_2}).
\]

By definition \(u_n(\lambda_2^k, \mu_2^k)\) satisfies
\[
\int_{\Omega} \mathbb{C}(\lambda_2^k, \mu_2^k) \nabla u_n(\lambda_2^k, \mu_2^k) : \nabla v \, dx = \int_{\Gamma_N} g \cdot v \, ds \quad \forall v \in \mathcal{V}.
\] (7)

Taking \(v = u_n(\lambda_2^k, \mu_2^k)\) in (7), we obtain
\[
\int_{\Omega} \mathbb{C}(\lambda_2^k, \mu_2^k) \nabla u_n(\lambda_2^k, \mu_2^k) : \nabla u_n(\lambda_2^k, \mu_2^k) \, dx = \int_{\Gamma_N} g \cdot u_n(\lambda_2^k, \mu_2^k) \, ds.
\]

Using the Korn’s inequality and a trace theorem for the right-hand side of the above equation, we deduce the existence of a constant \(c > 0\) such that
\[
\| u_n(\lambda_2^k, \mu_2^k) \|_{H^1(\Omega)^d} \leq c \| g \|_{L^2(\Gamma_N)^2}.
\]

Therefore there exists a subsequence of \(u_n(\lambda_2^k, \mu_2^k)\) still denoted \(u_n(\lambda_2^k, \mu_2^k)\) such that
\[
\lim_{k \to \infty} u_n(\lambda_2^k, \mu_2^k) = u_*^n \text{ weakly in } H^1(\Omega)^d,
\]
and
\[
\lim_{k \to \infty} u_n(\lambda_2^k, \mu_2^k) = u_*^n \text{ strongly in } L^2(\Omega)^d.
\]

Letting \(n\) go to infinity in equation (7), we conclude that \(u_*^n\) satisfies
\[
\int_{\Omega} \mathbb{C}(\lambda_2^*, \mu_2^*) \nabla u_*^n : \nabla v \, dx = \int_{\Gamma_N} g \cdot v \, ds, \quad \forall v \in \mathcal{V}.
\]

Due to the uniqueness of the weak limit we get \(u_n(\lambda_2^*, \mu_2^*) = u_*^n\). This means that
\[
\lim_{k \to \infty} u_n(\lambda_2^k, \mu_2^k) = u_n(\lambda_2^*, \mu_2^*) \text{ weakly in } H^1(\Omega)^2 \text{ and strongly in } L^2(\Omega)^2.
\]

In the same way, we can prove that
\[
\lim_{k \to \infty} u_d(\lambda_2^k, \mu_2^k) = u_d(\lambda_2^*, \mu_2^*) \text{ weakly in } H^1(\Omega)^2 \text{ and strongly in } L^2(\Omega)^2.
\]

Using the lower semi-continuity of the \(H^1\)-norm yields
\[
\mathcal{J}(\lambda_2^*, \mu_2^*) \leq \liminf_{k \to \infty} \mathcal{J}(\lambda_2^k, \mu_2^k) = \mathcal{J}(\lambda_2, \mu_2),
\]
which concludes the proof. □
2.1 Elements of shape calculus

In this subsection we recall some basic facts about the perturbation of the identity method from shape optimization used to calculate the shape derivative. The reader is referred to [3, 4] for more details.

Let $V \in \mathcal{D}^1(\Omega, \mathbb{R}^2)$, the space of continuous differentiable functions with compact support in $\Omega$. Introduce the perturbation of identity

$$T_t = I + tV : \Omega \to \mathbb{R}^2.$$ (8)

Then there exists $\varepsilon > 0$ such that $T_t$ is a diffeomorphism and $T_t(\Omega) = \Omega$ for $t \in [0, \varepsilon)$. We denote the perturbed interfaces

$$\Gamma_t := T_t(\Gamma).$$

For $t \in [0, \varepsilon)$, $T_t$ is invertible. Furthermore, the Jacobian $\xi(t)$ is strictly positive

$$\forall \ t \in [0, \varepsilon), \quad \xi(t) = |\det DT_t| > 0,$$ (9)

where $DT_t$ is the Jacobian matrix of the transformation $T_t$ associated with the velocity field $V$. In the sequel, we use the notation $M^{-1}$ for the inverse of $M$ and $M^{-\ast}$ for the transpose of its inverse. We also denote by

$$w(t) = \xi(t)|\langle DT_t \rangle^{-\ast} \nu|$$ (10)

the tangential Jacobian of $T_t$ on $\Gamma$.

**Definition 1: Eulerian derivative**

Suppose we are given a real valued shape function $J$ defined on a subset $D$ of $\mathbb{R}^2$. We say that $J$ is Eulerian semi-differentiable at $\Omega \subset D$ in the direction $V$ if the following limit exists in $\mathbb{R}$

$$DJ(\Omega)(V) := \lim_{t \to 0} \frac{J(T_t(\Omega)) - J(\Omega)}{t}.$$ 

If the map $V \mapsto DJ(\Omega)(V)$ is linear and continuous with respect to the topology of $\mathcal{D}^1(\Omega, \mathbb{R}^2)$, then $J$ is said to be shape differentiable at $\Omega$ and $DJ(\Omega)(V)$ is called the shape derivative of $J$.

The Eulerian derivative is only a directional derivative. In this paper we also need the stronger notion of Fréchet derivative. To this end let $V \in \mathcal{V}_0$ and consider perturbations of identity $I + V$ where $\mathcal{V}_0$ is in a neighborhood of 0 in $\mathcal{D}^1(\Omega, \mathbb{R}^2)$ so that $T_V := I + V$ is a bi-Lipschitz homeomorphism. In what follows we will denote by

$$\Omega_V := T_V(\Omega)$$

**Definition 2: Fréchet derivative**

The functional $J(\Omega)$ is Fréchet-differentiable at $\Omega$ if there exists a linear and continuous functional $dJ(\Omega)$ from $\mathcal{D}^1(\Omega, \mathbb{R}^2)$ to $\mathbb{R}$ called shape gradient such that

$$J(\Omega_V) = J(\Omega) + dJ(\Omega)(V) + r(V),$$

where $|r(V)|/\|V\| \to 0$ as $\|V\| \to 0$.

In what follows we will mostly compute Fréchet derivatives given by Definition 2, however to obtain the expression of the shape derivative, it is convenient to simply compute the directional derivative given by Definition 1.
2.2 Inf-sup formulation

From the definition of the functional $J$, and applying Green’s formula once, we have

$$J(\lambda, \mu_n) := J(\lambda, \mu, u, u_d) = J(\lambda, \mu, u) + J(\lambda, \mu, u_d) + J_1,$$

where

$$J_0(\lambda, \mu, u) = \int_\Omega \mathbb{C}(\lambda, \mu) \nabla u : \nabla u \, dx, \quad J_1 = -2 \int_{\Gamma_N} f \cdot g \, ds.$$

We introduce the Lagrangian functionals

$$G_n(\lambda, \mu, \varphi, \psi) = J(\lambda, \mu, \varphi) + \int_\Omega \mathbb{C} \nabla \varphi : \nabla \psi \, dx - \int_{\Gamma_N} g \cdot \psi \, ds \quad \text{for all } \varphi, \psi \in \mathcal{V},$$

$$G_d(\lambda, \mu, \varphi, \psi) = J(\lambda, \mu, \varphi) + \int_\Omega \mathbb{C} \nabla \varphi : \nabla \psi \, dx + \int_{\Gamma_N} (f - u_d) \cdot (\nabla \tilde{\psi}) \nu \, ds,$$

for all $\varphi \in \mathcal{V}, \psi \in H_0^1(\Omega; \mathbb{R}^2)$. Then, it is easy to check that

$$J_0(\lambda, \mu, u_n) = \inf_{\varphi \in \mathcal{V}} \sup_{\psi \in \mathcal{V}} G_n(\lambda, \mu, \varphi, \psi),$$

$$J_0(\lambda, \mu, u_d) = \inf_{\varphi \in \mathcal{V}} \sup_{\psi \in H_0^1(\Omega; \mathbb{R}^2)} G_d(\lambda, \mu, \varphi, \psi),$$

since

$$\sup_{\psi \in \mathcal{V}} G_n(\lambda, \mu, \varphi, \psi) = \begin{cases} J_0(\lambda, \mu, u_n) & \text{if } \varphi = u_n, \\ +\infty & \text{otherwise}, \end{cases}$$

$$\sup_{\psi \in H_0^1(\Omega; \mathbb{R}^2)} G_d(\lambda, \mu, \varphi, \psi) = \begin{cases} J_0(\lambda, \mu, u_d) & \text{if } \varphi = u_d, \\ +\infty & \text{otherwise}. \end{cases}$$

It is easily shown that the functional $G_n$ (respectively $G_d$) is convex continuous with respect to $\varphi$ and concave continuous with respect to $\psi$. Therefore, according to Ekeland and Temam [5], the functional $G_n$ has a saddle point $(u_n, v_n)$ if and only if $(u_n, v_n)$ solves the following system:

$$\partial_\psi G_n(\lambda, \mu, u_n; v_n) = 0,$$

$$\partial_\varphi G_n(\lambda, \mu, u_n; v_n) = 0,$$

for all $\hat{\psi} \in \mathcal{V}$ and $\hat{\varphi} \in \mathcal{V}$. This yields that $G_n$ has a saddle point $(u_n, v_n)$, where the state $u_n$ is the unique solution of (2) and the adjoint state $v_n$ is the solution of $\partial_\varphi G_n(\lambda, \mu, u_n; \hat{\varphi}) = 0$, or equivalently:

$$\begin{cases} -\text{div}(\mathbb{C} \nabla v_n) = 0 & \text{in } \Omega, \\ (\mathbb{C} \nabla v_n) \nu = -2g & \text{on } \Gamma_N, \\ v_n = 0 & \text{on } \Gamma_D. \end{cases} \quad (11)$$

Similarly, the Lagrangian $G_d$ has a unique saddle point $(u_d, v_d)$ where the direct state $u_d$ is the solution of the problem (3) and the adjoint state $v_d$ is the unique solution of the following adjoint problem

$$\begin{cases} -\text{div}(\mathbb{C} \nabla v_d) = 0 & \text{in } \Omega, \\ v_d = 0 & \text{on } \Gamma_N, \\ v_d = 0 & \text{on } \Gamma_D. \end{cases} \quad (12)$$

Summarizing the above, we have obtained
Theorem 2:
The functionals \( J_0(\lambda_2, \mu_2, u_n) \) and \( J_0(\lambda_2, \mu_2, u_d) \) are given as

\[
J_0(\lambda_2, \mu_2, u_n) = \inf_{\varphi \in \mathcal{V}} \sup_{\psi \in \mathcal{V}} G_n(\lambda_2, \mu_2, \varphi, \psi),
\]

(13)

\[
J_0(\lambda_2, \mu_2, u_d) = \inf_{\varphi \in \mathcal{V}} \sup_{\psi \in H_0^1(\Omega; \mathbb{R}^d)} G_d(\lambda_2, \mu_2, \varphi, \psi).
\]

(14)

The unique saddle points for \( G_n \) and \( G_d \) are respectively given by \((u_n, v_n)\) and \((u_d, v_d)\), where \( v_n = -2u_n \) and \( v_d = 0 \).

III STABILITY OF THE PARAMETERS WITH RESPECT TO THE INTERFACE

The optimality condition \( D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda_2, \mu_2, \Gamma)(\alpha, \beta) = 0 \) for all \( \alpha, \beta \in \mathbb{R} \) for problem (6) can be rewritten as

\[
\text{Find } (\lambda^*_2(\Gamma), \mu^*_2(\Gamma)) \text{ such that } D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2(\Gamma), \mu^*_2(\Gamma), \Gamma) = (0, 0).
\]

(15)

In this paper we are interested in the stability of the optimal solution \((\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V))\) of the minimization problem (6) with respect to the perturbed interface \( \Gamma_V = (I + V)(\Gamma) \) for \( V \in \mathcal{V}_0 \), where \( \mathcal{V}_0 \) is a neighborhood of 0 in \( \mathcal{D}^1(\Omega, \mathbb{R}^2) \).

Therefore we need to study the differentiability of the parameter-to-solution map \( V \mapsto (\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V)) \).

This is done by applying the implicit function theorem to the optimality conditions

\[
D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V), \Gamma_V) = (0, 0).
\]

Essentially the idea is to linearize \( D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V), \Gamma_V) = (0, 0) \) to get

\[
D^2_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma) (\partial_\Gamma \lambda^*_2(\Gamma)(V), \partial_\Gamma \mu^*_2(\Gamma)(V)) + \partial_\Gamma (D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma))(V) = (0, 0),
\]

which yields, when \( D^2_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma) \) is invertible,

\[
(\partial_\Gamma \lambda^*_2(\Gamma)(V), \partial_\Gamma \mu^*_2(\Gamma)(V)) = - (D^2_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma))^{-1} \partial_\Gamma (D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma))(V).
\]

In the following theorem, we prove the existence of \((\lambda^*_2(\Gamma), \mu^*_2(\Gamma))\) and we give an explicit formula for its variation with respect to \( \Gamma \).

Theorem 3:
For given \( \Gamma \in \mathcal{D}_{ad} \) suppose that there exists \((\lambda^*_2(\Gamma), \mu^*_2(\Gamma))\) such that

\[
D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma) = (0, 0),
\]

and assume that \( D^2_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma) \) is invertible. Then, there exists a neighborhood \( \mathcal{W} \) of 0 in \( \mathcal{D}^1(\mathbb{R}^2, \mathbb{R}^2) \), a neighborhood \( \mathcal{U} \) of \((\lambda^*_2, \mu^*_2)\) in \( \mathbb{R}^2 \) and a \( C^1 \) function

\[
\mathcal{W} \ni V \mapsto (\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V)) \in \mathcal{U},
\]

such that \( D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2(\Gamma_V), \mu^*_2(\Gamma_V), \Gamma_V) = (0, 0) \), and

\[
(\partial_\Gamma \lambda^*_2(\Gamma)(V), \partial_\Gamma \mu^*_2(\Gamma)(V)) = - (D^2_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma))^{-1} \partial_\Gamma (D_{(\lambda_2, \mu_2)} \mathcal{J}(\lambda^*_2, \mu^*_2, \Gamma))(V).
\]

(16)
Remark 1:
Theorem 3 says that if $\Gamma_V$ is the perturbation of $\Gamma$ by the transformation $I + V$, then the first order variation of the optimal solution is given by

$$\left( \lambda_2^* (\Gamma_V), \mu_2^* (\Gamma_V) \right) - \left( \lambda_2^*(\Gamma), \mu_2^*(\Gamma) \right) \approx - \left( D_{(\lambda_2, \mu_2)}^2 J (\lambda_2^*, \mu_2^*, \Gamma) \right)^{-1} \partial_t \left( D_{(\lambda_2, \mu_2)} J (\lambda_2^*, \mu_2^*, \Gamma) \right) (V).$$

Proof. According to Theorem 5 and Theorem 6, the function $D_{(\lambda_2, \mu_2)} J$ is of class $C^1$ and in view of our assumptions satisfy $D_{(\lambda_2, \mu_2)} J (\lambda_2^*, \mu_2^*, \Gamma) = (0, 0)$ and $D_{(\lambda_2, \mu_2)}^2 J (\lambda_2^*, \mu_2^*, \Gamma)$ is invertible, we conclude the proof thanks to the implicit function theorem.

3.1 First-order derivatives of the cost functional

In the following theorem, we give the derivative of the functional $J$ with respect to the Lamé parameters $(\lambda_2, \mu_2)$.

Theorem 4:
The functional $J$ is differentiable, and its derivative at $(\lambda_2, \mu_2)$ in the direction $(\hat{\lambda}_2, \hat{\mu}_2)$ is given by

$$D_{(\lambda_2, \mu_2)} J (\lambda_2, \mu_2, u_n, u_d) (\hat{\lambda}_2, \hat{\mu}_2) = \int_{\Omega} C(\hat{\lambda}_2, \hat{\mu}_2) \nabla u_d : \nabla u_d \, dx$$

$$- \int_{\Omega} C(\hat{\lambda}_2, \hat{\mu}_2) \nabla u_n : \nabla u_n \, dx. \quad (17)$$

Proof. Let $\lambda'_2 = \lambda_2 + t \hat{\lambda}_2$, $\mu'_2 = \mu_2 + t \hat{\mu}_2$, $C = C(\lambda_2, \mu_2)$, $\tilde{C} = C(\hat{\lambda}_2, \hat{\mu}_2)$, $C_t = C + t \tilde{C}$ and $t \in \mathbb{R}$ is sufficiently small parameter. Under hypotheses of Theorem 5.1 of R. Correa and A. Seeger [1], we have

$$D_{(\lambda_2, \mu_2)} J (\lambda_2, \mu_2, u_n, u_d) (\hat{\lambda}_2, \hat{\mu}_2) = \partial_t \tilde{G}_n(t, u_n, v_n) \bigg|_{t=0} + \partial_t \tilde{G}_d(t, u_d, v_d) \bigg|_{t=0},$$

where

$$\tilde{G}_n(t, \varphi, \psi) := G_n(\lambda'_2, \mu'_2, \varphi, \psi) = J_0(\lambda'_2, \mu'_2, \varphi) + \int_{\Omega} \tilde{C} \nabla \varphi : \nabla \psi \, dx - \int_{\Gamma_N} g \cdot \psi \, ds,$$

$$\tilde{G}_d(t, \varphi, \psi) := G_d(\lambda'_2, \mu'_2, \varphi, \psi) = J_0(\lambda'_2, \mu'_2, \varphi) + \int_{\Omega} \tilde{C} \nabla \varphi : \nabla \psi \, dx$$

$$+ \int_{\Gamma_N} (f - \varphi) \cdot (\tilde{C} \nabla \psi) \nu \, ds,$$

and

$$\partial_t \tilde{G}_n(t, u_n, v_n) \bigg|_{t=0} = - \int_{\Omega} \tilde{C} \nabla u_n : \nabla u_n \, dx,$$

$$\partial_t \tilde{G}_d(t, u_d, v_d) \bigg|_{t=0} = \int_{\Omega} \tilde{C} \nabla u_d : \nabla u_d \, dx.$$
The above equations yield (17). To end the proof, we should verify the four assumptions (H1) – (H4) of Theorem 5.1 of R. Correa and A. Seeger [1]. We introduce the sets

\[
X_n(t) := \left\{ x^t \in \mathcal{V} : \sup_{y \in \mathcal{V}} G_n(t, x^t, y) = \inf_{x \in \mathcal{V}} \sup_{y \in \mathcal{V}} G_n(t, x, y) \right\},
\]

\[
Y_n(t) := \left\{ y^t \in \mathcal{V} : \inf_{x \in \mathcal{V}} G_n(t, x, y^t) = \sup \inf_{y \in \mathcal{V}} G_n(t, x, y) \right\},
\]

\[
X_d(t) := \left\{ x^t \in \mathcal{V} : \sup_{y \in H^1_0(\Omega; \mathbb{R}^d)} G_d(t, x^t, y) = \inf_{x \in \mathcal{V}} \sup_{y \in H^1_0(\Omega; \mathbb{R}^d)} G_d(t, x, y) \right\},
\]

\[
Y_d(t) := \left\{ y^t \in H^1_0(\Omega; \mathbb{R}^d) : \inf_{x \in \mathcal{V}} G_d(t, x, y^t) = \sup \inf_{y \in H^1_0(\Omega; \mathbb{R}^d)} G_d(t, x, y) \right\},
\]

and obtain

for all \( t \in [0, \varepsilon] \) \( S_n(t) = X_n(t) \times Y_n(t) = \{ u_n(C_t), v_n(C_t) \} \neq \emptyset \),

for all \( t \in [0, \varepsilon] \) \( S_d(t) = X_d(t) \times Y_d(t) = \{ u_D(C_t), v_d(C_t) \} \neq \emptyset \),

and assumption (H1) is satisfied.

**Assumption (H2):** The partial derivatives \( \partial_t \hat{G}_n(t, \varphi, \psi) \), \( \partial_t \hat{G}_d(t, \varphi, \psi) \) exist everywhere in \( [0, \varepsilon] \) and the condition (H2) is satisfied.

**Assumptions (H3) and (H4):** We first show the boundedness of \( (u_N(C_t), v_N(C_t)) \). Letting \( v = u_n(C_t) \) in the variational equation

\[
\int_{\Omega} C_t \hat{\nabla} u_n(C_t) : \hat{\nabla} v \, dx = \int_{\Gamma_N} g \cdot v \, ds,
\]

for all \( v \in \mathcal{V} \), we obtain

\[
\int_{\Omega} C_t \hat{\nabla} u_n : \hat{\nabla} u_n \, dx \leq \| g \|_{L^2(\Gamma_N; \mathbb{R}^2)} \| u_n \|_{L^2(\Gamma_N; \mathbb{R}^2)}.
\]

From Korn’s inequality and the trace theorem, there exists \( c > 0 \), depending only on \( \Omega \) such that

\[
\| u_n(C_t) \|_{H^1(\Omega; \mathbb{R}^d)} \leq c \| g \|_{L^2(\Gamma_N; \mathbb{R}^2)},
\]

which yields

\[
\sup_{t \in [0, \varepsilon]} \| u_n(C_t) \|_{H^1(\Omega; \mathbb{R}^d)} \leq c \| g \|_{L^2(\Gamma_N; \mathbb{R}^2)}.
\]

We apply the same technique to the variational equation

\[
\int_{\Omega} C_t \hat{\nabla} u_d(C_t) : \hat{\nabla} v \, dx + \int_{\Gamma_N} (f - u_d(C_t)) \cdot (\mathcal{C} \hat{\nabla} v) \nu \, ds,
\]

(19)
for all \( v \in \mathcal{V} \), and we are able to show that the function \( u_d(\mathcal{C}_t) \) is bounded. The next step is to show the continuity with respect to \( t \) of \((u_n(\mathcal{C}_t), u_d(\mathcal{C}_t))\). Subtracting (18) at \( t > 0 \) and \( t = 0 \) and choosing \( v = u_n(\mathcal{C}) - u_n(\mathcal{C}_t) \) yields

\[
\int_{\Omega} C \hat{\nabla} (u_n(\mathcal{C}) - u_n(\mathcal{C}_t)) : \hat{\nabla} (u_n(\mathcal{C}) - u_n(\mathcal{C}_t)) \, dx
= \int_{\Omega} (C - C_t) \nabla u_n(\mathcal{C}_t) : \hat{\nabla} (u_n(\mathcal{C}) - u_n(\mathcal{C}_t)) \, dx.
\]

Furthermore due to the boundedness of \( u_n(\mathcal{C}_t) \), we obtain

\[
\|u_n(\mathcal{C}_t) - u_n(\mathcal{C})\|_{H^1(\Omega, \mathbb{R}^2)} \leq C d_{\Omega}(\mathcal{C}_t, \mathcal{C}),
\]

where

\[
d_{\Omega}(\mathcal{C}_t, \mathcal{C}) := \max \{ \|\lambda_2' - \lambda_2\|_{\infty}, \|\mu_2' - \mu_2\|_{\infty} \}.
\]

Due to the strong continuity of \( \mathcal{C}_t \) as a function of \( t \), one deduces that \( u_n(\mathcal{C}_t) \to u_n(\mathcal{C}) \) in \( H^1(\Omega; \mathbb{R}^2) \) as \( t \to 0 \). Concerning the continuity of \( u_d(\mathcal{C}_t) \), one may show from (19) that \( u_d(\mathcal{C}_t) \to u_d(\mathcal{C}) \) in \( H^1(\Omega; \mathbb{R}^2) \). Finally in view of the strong continuity of

\[
(t, \varphi) \to \partial_t \tilde{G}_n(t, \varphi, \psi), \quad (t, \psi) \to \partial_t \tilde{G}_n(t, \varphi, \psi),
\]

\[
(t, \varphi) \to \partial_t \tilde{G}_d(t, \varphi, \psi), \quad (t, \psi) \to \partial_t \tilde{G}_d(t, \varphi, \psi),
\]

assumptions \((H_3)\) and \((H_4)\) are verified.

**3.2 Second-order derivatives of the cost functional**

To compute the second order derivative of \( D_{(\lambda_2, \mu_2)} J(\lambda_2, \mu_2, \Gamma) \), we use a Lagrangian method as in the previous section. We start by introducing the Lagrangian functionals

\[
L_n(\lambda_2, \mu_2, \varphi, \psi) = \int_{\Omega} C(\tilde{\lambda}_2, \tilde{\mu}_2) \hat{\nabla} \varphi : \hat{\nabla} \varphi \, dx + \int_{\Omega} C(\lambda_2, \mu_2) \hat{\nabla} \varphi : \hat{\nabla} \psi \, dx - \int_{\Gamma_N} g \cdot \psi \, ds \quad \text{for all } \varphi, \psi \in \mathcal{V},
\]

and

\[
L_d(\lambda_2, \mu_2, \varphi, \psi) = \int_{\Omega} C(\tilde{\lambda}_2, \tilde{\mu}_2) \hat{\nabla} \varphi : \hat{\nabla} \varphi \, dx + \int_{\Omega} C(\lambda_2, \mu_2) \hat{\nabla} \varphi : \hat{\nabla} \psi \, dx + \int_{\Gamma_N} (f - \varphi) \cdot (C(\lambda_2, \mu_2) \hat{\nabla} \psi) \nu \, ds, \quad \text{for all } \varphi \in \mathcal{V}, \psi \in H^1_0(\Omega)^2.
\]

The saddle point equations of \( L_n \) and \( L_d \) are given by

\[
\partial_\psi L_n(\lambda_2, \mu_2, u_n, \nu_n; \hat{\psi}) = 0,
\]

\[
\partial_\varphi L_n(\lambda_2, \mu_2, u_n, \nu_n; \hat{\varphi}) = 0,
\]

\[
\partial_\psi L_d(\lambda_2, \mu_2, u_d, \nu_d; \hat{\psi}) = 0,
\]

\[
\partial_\varphi L_d(\lambda_2, \mu_2, u_d, \nu_d; \hat{\varphi}) = 0,
\]
or equivalently
\[
\int_\Omega \mathcal{C}(\lambda_2, \mu_2) \hat{\nabla} u_n : \hat{\nabla} \psi \, dx - \int_{\Gamma_N} g \cdot \psi \, ds = 0, \tag{22}
\]

\[
\int_\Omega \mathcal{C}(\lambda_2, \mu_2) \hat{\nabla} v_n : \hat{\nabla} \phi \, dx = -2 \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_n : \hat{\nabla} \phi \, dx, \tag{23}
\]

\[
\int_\Omega \mathcal{C}(\lambda_2, \mu_2) \hat{\nabla} u_d : \hat{\nabla} \phi \, dx + \int_{\Gamma_N} (f - u_d) \cdot (\mathcal{C}(\lambda_2, \mu_2) \hat{\nabla} \phi) \nu \, ds = 0, \tag{24}
\]

\[
\int_\Omega \mathcal{C}(\lambda_2, \mu_2) \hat{\nabla} v_d : \hat{\nabla} \phi \, dx = -2 \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_d : \hat{\nabla} \phi \, dx. \tag{25}
\]

We have the following two result

**Theorem 5:** second-order derivative

The function \( D_{(\lambda_2, \mu_2)} J(\lambda_2, \mu_2, \Gamma) \) is differentiable with respect to \((\lambda_2, \mu_2)\) and

\[
D^2_{(\lambda_2, \mu_2)} J(\lambda_2, \mu_2, \Gamma)(\hat{\lambda}_2, \hat{\mu}_2) (\hat{\lambda}_2, \hat{\mu}_2) = \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_n : \hat{\nabla} v_n \, dx + \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_d : \hat{\nabla} v_d \, dx, \tag{26}
\]

where \( u_n, v_n, u_d \) and \( v_d \) are solutions of (22), (23), (24) and (25) respectively.

**Proof.** As in the proof of Theorem 4, using the Lagrangian \( L_n \) and \( L_d \) for fixed \( \Gamma \), and applying the results in the Appendix, we have

\[
D^2_{(\lambda_2, \mu_2)} J(\lambda_2, \mu_2, \Gamma)(\hat{\lambda}_2, \hat{\mu}_2) (\hat{\lambda}_2, \hat{\mu}_2) = \partial_t \hat{L}_n(t, u_n, v_n) \bigg|_{t=0} + \partial_t \hat{L}_d(t, u_d, v_d) \bigg|_{t=0},
\]

where

\[
\hat{L}_n(t, \phi, \psi) := G_n(\lambda_2', \mu_2', \phi, \psi) = \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} \phi : \hat{\nabla} \phi \, dx + \int_{\Omega} \mathcal{C}_t \hat{\nabla} \phi : \hat{\nabla} \phi \, dx - \int_{\Gamma_N} g \cdot \phi \, ds,
\]

\[
\hat{L}_d(t, \phi, \psi) := G_d(\lambda_2', \mu_2', \phi, \psi) = \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} \phi : \hat{\nabla} \phi \, dx + \int_{\Omega} \mathcal{C}_t \hat{\nabla} \phi : \hat{\nabla} \phi \, dx + \int_{\Gamma_N} (f - \phi) \cdot (\mathcal{C} \hat{\nabla} \phi) \nu \, ds,
\]

and

\[
\partial_t \hat{L}_n(t, u_n, v_n) \bigg|_{t=0} = \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_n : \hat{\nabla} v_n \, dx,
\]

\[
\partial_t \hat{L}_d(t, u_d, v_d) \bigg|_{t=0} = \int_{\Omega_2} \mathcal{C}(\hat{\lambda}_2, \hat{\mu}_2) \hat{\nabla} u_d : \hat{\nabla} v_d \, dx.
\]

The hypotheses of Theorem 5.1 in [1] can be checked in a similar way as in the proof of Theorem 4. \( \square \)
3.3 Shape derivative of the first-order derivatives of the cost functional

In the following theorem, we give the volume expression of the shape derivative of the first derivative of the cost functional $J$.

**Theorem 6:**
The functional $D_{\mu_2, \mu_2} J(\lambda_2, \mu_2, \Gamma)(\tilde{\lambda}_2, \tilde{\mu}_2)$ is shape differentiable with respect to $\Gamma$ and its shape derivative in the direction $V$ is given by:

$$
\partial_\Gamma \left( D_{\mu_2, \mu_2} J(\lambda_2, \mu_2, \Gamma)(\tilde{\lambda}_2, \tilde{\mu}_2) \right)(V) = \frac{1}{2} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ -\nabla u_n DV - DV^T \nabla u_n^T \right] : \left[ \nabla u_n + \nabla u_n^T \right] dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ \nabla u_n + \nabla u_n^T \right] : \left[ \nabla u_n + \nabla u_n^T \right] \text{div} V dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ -\nabla u_n DV - DV^T \nabla u_n^T \right] : \left[ \nabla v_n + \nabla v_n^T \right] dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ \nabla u_n + \nabla u_n^T \right] : \left[ \nabla v_n + \nabla v_n^T \right] \text{div} V dx \\
+ \frac{1}{2} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ -\nabla d DV - DV^T \nabla d^T \right] : \left[ \nabla d + \nabla d^T \right] dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ \nabla d + \nabla d^T \right] : \left[ \nabla d + \nabla d^T \right] \text{div} V dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ -\nabla d DV - DV^T \nabla d^T \right] : \left[ \nabla v_d + \nabla v_d^T \right] dx \\
+ \frac{1}{4} \int_{\Omega_2} \mathbf{C}(\tilde{\lambda}_2, \tilde{\mu}_2) \left[ \nabla v_d + \nabla v_d^T \right] : \left[ \nabla v_d + \nabla v_d^T \right] \text{div} V dx.
$$

**Proof.** Theorem 6 can be proven using Theorem 5.1 of R. Correa and A. Seeger [1].

**IV CONCLUSION**

In this paper we have considered the inverse problem of recovering piecewise constants Lamé parameters. To solve the inverse problem, we minimized a Khon-Vogelius type functional. When the jump of parameters is perturbed, we derived a quantitative stability estimate using shape calculus tools and the implicit function theorem.
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