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Abstract

In this paper, we propose a hybrid approach for solving the symmetric traveling salesman prob-
lem. The proposed approach combines the ant colony algorithm (ACO) with Recurrent Neural
Networks based on the attention mechanism. The idea is to use the predictive capacity of Recur-
rent Neural Networks to guide the behaviour of ants in choosing the next cities to visit and to use
the prediction results of the latter to update the pheromone matrix, thereby improving the quality
of the solutions obtained. In concrete terms, attention is focused on the most promising cities by
taking into account both distance and pheromone information thanks to the attention mechanism,
which makes it possible to assign weights to each city according to its degree of relevance. These
weights are then used to predict the next towns to visit for each city. Experimental results on
instances TSP from the TSPLIB library demonstrate that this hybrid approach is better compared
to the classic ACO.
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I INTRODUCTION

In the field of robotics, motion and path planning play a crucial role in accomplishing com-
plex tasks. Robots often need to perform efficient and optimized movements to reach different
points of interest, collect information, or interact with their environment. Solving the Travel-
ing Salesman Problem (TSP) in robotics can improve the operational efficiency of robots by
reducing travel times and unnecessary movements. However, the TSP is considered an NP-hard
problem[8, 12], meaning that there is no algorithm that can solve it in a reasonable amount of
time.

Faced with this complexity, researchers have proposed several methods to obtain an approxi-
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mate solution to the TSP. One of these methods is the Ant Colony Optimization (ACO) meta-
heuristic proposed by Marco Dorigo[5], inspired by experiments on the behavior of real ants[2].
Although effective in solving small instances, it has limitations in exploring the solution space,
making it inefficient for large-scale TSP instances. One approach to overcome this limitation
would be to combine ACO with neural networks with attention mechanisms to intelligently
guide the ants in promising areas. In this context, we propose in this paper a new hybrid ap-
proach called ACO-RNN (Ant Colony Optimization-Recurrent Neural Network) to enhance
ACO exploration by introducing a novel update formula for the pheromone matrix.

In the rest of this document, we provide a formal description of the TSP and its applications in
the second section. We briefly review the state of the art in TSP resolution in the third section.
Next, we explore the hybridization techniques used in our approach in the fourth section. In
the fifth section, we provide a detailed description of the ACO-RNN approach we developed.
Finally, in the last section, we present the results of our experiments.

I FORMAL DESCRIPTION OF THE TSP

The Traveling Salesman Problem involves finding an optimal tour for a traveling salesman who
wants to visit exactly n cities and return to the starting city[8, 12]. Mathematically, the TSP can
be formulated as follows:

Let G = (V, F) be a complete undirected graph, where V' represents the set of cities to be vis-
ited, and F represents the set of edges connecting the cities. Each edge (7, j) € F is associated
with a distance or cost d(i, j) representing the distance between cities 7 and j. The objective of
the TSP is to find a Hamiltonian cycle of minimum length in the graph G, i.e., a path that visits
each city exactly once and returns to the starting city. The total length of the cycle is given by
the objective function.

Minimize Y d(i, j)z(i, j) (1)
(i,7)EF

Subjectto > x(i,j)=1, VieV 2)
jev
D a(ij)=1, VjeV 3)
eV
DD wi ) <ISI-1, VSC V8] =2 )
i€S jeV\S
x(i,j) €0,1, V(i,j)€E 5)

The TSP has attracted significant interest from the scientific community due to its applications
beyond robotics. It finds applications in various other domains, such as logistics for optimiz-
ing delivery routes, bioinformatics for analyzing DNA sequences and finding common motifs,
electronic circuit design for optimizing wire paths in integrated circuits, etc.

III STATE OF THE ART

The TSP has been the subject of extensive research for many years, leading to the proposal of
multiple methods and algorithms to solve it. In this section, we will focus specifically on hybrid
techniques and those using deep learning to solve the TSP.

African Journal of Research in Computer Science and Applied Mathematics Page 2 of 12



Hybridization involves combining features from two different methods to leverage the advan-
tages of both. Hybrid metaheuristic algorithms were introduced in the works of Glover [1],
J. J. Grefenstette [3], and Miihlenbein et al.[4]. According to the classification of hybridiza-
tion methods proposed in [7], the hierarchical classification is characterized by the level and
mode of hybridization [9]. The level of hybridization can be either low-level or high-level.
In low-level hybridization, a metaheuristic replaces a specific operator of another method that
encompasses it. On the other hand, in high-level hybridization, each metaheuristic retains its
own characteristics throughout the hybridization. Each level of hybridization gives rise to two
cooperation modes: the relay mode and the co-evolutionary mode. In the relay mode, methods
are executed sequentially, where the result of the first method becomes the input to the next
method. When different methods work in parallel to explore the search space, it is called the
co-evolutionary mode[9]. In this context, Ant-Q was developed by Gunter Stiitzle and Holger
H. Hoos in 1996 [6], as an improvement of the Ant System. Ant-Q combines ACO with g-
learning technique by integrating a learning mechanism based on a Q-value table. This allows
it to combine pheromone-based exploration with reward-based exploitation, thus improving the
search performance and adaptability of the algorithm. Pu Y-F et al [18] propose a new con-
ceptual formulation of the Fractional Order Ant Colony Algorithm (FACA), which is based on
fractional long-term memory. This approach aims to improve the optimization capability of
traditional ant colony algorithms by modifying the transition behavior of the ants. Similarly,
a cooperative parallel hybrid approach proposed in the article [13] by Gulcu was developed
by combining the ACO algorithm to generate solutions in parallel with the 3-Opt local search
heuristic to improve these solutions. Similarly, PSO-ACO-30pt [10] uses the PSO algorithm to
adjust ACO parameters and integrates the 3-Opt technique to avoid premature convergence of
ACO. Xiaoling et al propose a new hybrid approach based on the Adaptive State Slime Mold
(SM) organism model and the Fractional Order Ant Colony System (SSMFAS) [16] to tackle
the TSP.

The approach developed in this paper uses a similar process to Ant-Q[6], with the difference be-
ing that it is based on pheromone exploration combined with predictions from a neural network
using the attention mechanism. With the advent of artificial intelligence, some researchers
have been using deep learning techniques to solve the TSP. Notably, the work of Bresson et
al. proposes a new approach called TSP Transformer[14]. This model is based on a clas-
sic Transformer encoder with multi-head attention and residual connections, but it uses batch
normalization instead of layer normalization. In this approach, decoding is performed in an
auto-regressive manner, and a self-attention block is introduced in the decoder part. Minseop et
al.[15] propose a new CNN-Transformer model based on partial self-attention, where attention
is computed only on the recently visited nodes in the decoder. This is because the linear em-
bedding in the standard Transformer model does not take into account local spatial information
and has limitations in learning local compositionality.

In this paper, a similar idea is employed by combining the Ant Colony Optimization (ACO) pro-
cess with the results of predictions from a neural network using the attention mechanism. This
hybrid approach, named ACO-RNN, aims to leverage the predictive power of neural networks
to intelligently guide the ants in exploring promising areas while optimizing the pheromone-
based exploration process. By combining the strengths of both ACO and neural networks with
attention mechanisms, the proposed approach seeks to improve the exploration efficiency and
overall performance for solving the TSP.

African Journal of Research in Computer Science and Applied Mathematics Page 3 of 12



IV PRINCIPLE OF USED HYBRIDIZATION TECHNIQUES

4.1 Principle of ACO

The classical Ant Colony Optimization (ACO) proceeds as follows [5]:

1. Initialization: Place each ant on a city randomly.

2. Construction of solutions: Each ant moves from one city to another following specific
rules. The probability of choosing a particular city depends on the amount of pheromone
deposited on that city and the distance between cities.

3. Pheromone update: After all ants have constructed their solutions, the amount of pheromone
deposited on each edge is updated. Ants deposit more pheromone on the edges of higher-
quality solutions. The update of the pheromone matrix is done using the formula:

Tij = (1_0)'Tij+ZAT£’ (©)
k=1

where the symbols have the following meanings:

-7;; represents the amount of pheromone on the edge connecting vertex ¢ to vertex j,
-p 1s the pheromone evaporation rate,

-m is the number of ants in the colony,

-AT;;- is the amount of pheromone deposited by ant £ on the edge ij,

4.2 Autoencoder Model with Attention Mechanism

An autoencoder is a type of algorithm designed to learn an "informative" data representation that
can be utilized for various applications by effectively reconstructing a set of input observations.
[17]

In this architecture, the encoder is constructed using an LSTM layer that returns sequences.
Then, the attention mechanism is applied to the encoder’s output to highlight important parts of
the sequence. Next, the decoder uses another LSTM layer to generate the reconstructed output.
The overall model is created by connecting the input to the outputs of the encoder and decoder.

— | ENCODER —*.—b DECODER —-

INPUT RECONSTRUCTED
LATENT FEATURE INPUT

(REPRESENTATION)

Figure 1: General structure of an autoencoder [17]

In our case:
* Encoder: The input to the model is a sequence representing the initial encoded solutions.
An LSTM is used to capture the sequential information, and an attention layer is applied
to focus on the important parts. The output of the attention layer represents the features
extracted by the encoder.
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* Decoder: The input to the decoder is a sequence of features extracted by the encoder.
An LSTM generates an output sequence based on these features, and a Dense layer with
softmax predicts the probability of each city to be visited.

* Autoencoder: The autoencoder links the input to the outputs of the decoder and encoder.
It encodes the initial solutions, then decodes them to generate an output sequence. The
aim is to reconstruct the input accurately in order to learn useful representations.

V  HYBRIDIZATION OF ANT COLONY OPTIMIZATION AND NEURAL NETWORKS
WITH ATTENTION MECHANISM

5.1 Basic Idea

The fundamental idea of our approach, which is a low-level co-evolutionary hybridization, is to
guide the behavior of ants using predictions from a Recurrent Neural Networks with an attention
mechanism. Traditionally, ACO uses pheromones to guide ants towards neighboring cities
and explore the solution space. However, this approach may be limited in terms of efficiency
and quality of solutions obtained. The objective of this approach is to use a Recurrent Neural
Networks to predict the next cities to visit based on the best solution obtained by ACO so far.
This approach is divided into two main steps.

5.2 Resolution Steps

5.2.1 Model Training

Start

End

Figure 2: Algorithm flowchart for model training phase
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As part of training the model, we use ACO to generate initial solutions. We randomly place
ants on cities that will perform cuter a full turn. Once these solutions appear, we encode the
best solution into a data format suitable for training the model using One-Hot(per position)
encoding. One-hot encoding [11], This allows us to represent the solution in a structured and
coherent way, thus making it easier to learn the model.

To illustrate how we use one-hot encoding, assume a 5-city TSP problem with solution [2, 0, 3,
1, 4]. To encode this solution using one-hot encoding, each city will be represented by a binary
vector of size 5, where all values are zero, except the one corresponding to the city index, which
will be one. Here is the one-hot encoding for the given TSP solution:

« City2:1[0,0,1,0,0]

« City0:[1,0,0,0,0]
« City3:[0,0,0,1,0]
« City1:1[0,1,0,0,0]

* City4:1[0,0,0,0,1]
After representing each city in the TSP solution as a distinct binary vector. We form a tensor by
concatenating these one-hot vectors into an ordered sequence, where each vector represents the
state of a city at a certain time. In our example, this tensor will be:

[10,0,1,0,01(1,0,0,0,0110,0,0, 1,01, [0, 1,0, 0, 0], [0, 0,0, 0, 1] ] .

Then we train a recurrent neural network with attention mechanism on this sequence of one-
hot vectors to allow the model to learn the sequential relationships between cities and capture
the dependencies and relationships between cities. Instead of treating all cities in the sequence
uniformly, the attention mechanism allows the model to give more weight or importance to
cities that are deemed more relevant for predicting the next city to visit.

5.2.2 Finding the Solution

Finding the final solution involves the iterative execution of ACO. At each iteration, the update
of the pheromone matrix is carried out based on the predictions provided by the model. This
approach combines the use of ACO to explore the search space and the model’s ability to pro-
vide predictions based on the information learned during training Cf. Figure 3. As a result, the
update of the pheromone matrix takes into account both the knowledge of ACO and the infor-
mation provided by the model, allowing for a more effective exploitation of both approaches
for finding the optimal solution. The new formula for updating the pheromone matrix that we
propose is as follows:

7;; = (1 — p) - 7;; + predictions|[, j] (7)

where the symbols have the following meanings:
-T;; represents the amount of pheromone on the edge connecting vertex ¢ to vertex j,
-p 1s the pheromone evaporation rate,

-predictionsli, j] corresponds to the probability predicted by the model between city i and j .
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While the iteration :
~ counter is not reached

End

[

Figure 3: Algorithm flowchart for ACO-RNN solution search phase

The predictions matrix predictions is an n X n matrix, where n represents the number of cities.
Each element predictions[i, j] indicates the probability that the path between city ¢ and city j is
included in the final solution. For example, consider the prediction results for a TSP problem
with cities A, B,C, D, and E:

0.0 0.8 0.5 0.1 0.0
0.8 0.0 0.7 0.2 0.1
predictions = |0.5 0.7 0.0 0.6 0.4 (8)
0.1 0.2 0.6 0.0 0.9
0.0 0.1 04 09 0.0

Analyzing the first row (City A), we observe that city A has a high probability of 0.8 of being
connected to city B. This suggests that once city A is visited, it is very likely that the next stop
will be city B. The other connections to cities C, D, and E show lower probabilities, indicating
that they are less likely to be chosen as the next steps in the route.

Using this update formula, we combine information from neural network predictions with tra-
ditional pheromones. This allows the ants to take into account both the global information
provided by the neural network and the local information provided by the pheromones when
making decisions about which cities to visit next.

This integration of the model’s results into the pheromone update process allows us to leverage
the model’s prediction capabilities to guide the search towards more promising solutions and
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potentially improve the performance of ACO in solving the TSP. The Cf. Figure 3 illustrates
the process of the final search for the solution in our approach.

This hybrid approach offers several advantages. Firstly, it exploits the modelling and gener-
alisation capabilities of the neural network, which can lead to more accurate and informative
predictions about which cities to visit next. Secondly, it maintains the distributed and parallel
nature of ant colony optimisation by using traditional pheromones to guide local choices. Fi-
nally, the update formula allows the neural network predictions to be seamlessly integrated into
the overall ant search process.

VI EXPERIMENTS

6.1 Implementation Environment

The experiments were conducted using the Python programming language on a specific machine
with a configuration of 6 GB of RAM and an Intel® Core i5—3210M CPU @ 2.50GHz 4. The
machine was running on the 64-bit Ubuntu 20.04 operating system.

For our experimentation, we utilized instances of the Traveling Salesman Problem sourced from
the online TSPLIB library. This library provides a comprehensive collection of known solutions
for the Traveling Salesman Problem, including various best-known solutions.

Listed below are the parameters used in our experiment, which encompass different values and
configurations selected for our study:

Parameter Value
learning_rate (learning rate) 0.01
num_timesteps (number of timesteps in the autoencoder) number of cities
input_dim (input dimension of the autoencoder) number of cities
hidden_size (size of the hidden layer of the autoencoder) 64
num_epochs (total number of training iterations) 1000
batch_size (size of mini-batches used during training) 64
number of ants 100

« (Pheromone influence parameter in solution construction) 1

[ (Visibility influence parameter in solution construction) 5

7 (Initial pheromone deposit on each graph edge) 0.1
number of iterations 200

Table 1: ACO-RNN parameters

6.2 Results and Analysis

In this section, we present and discuss the results obtained in our study, focusing on the perfor-
mance comparison between ACO-RNN and classical ACO.

To evaluate the effectiveness of our approach, we analyze the errors associated with ACO-
RNN, classical ACO, and the known solutions for both small Cf. Figure 4 and medium-sized
Cf. Figure 5 problem instances. We employ a formula to calculate the error rates, enabling a
comprehensive comparison of these different approaches:
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Distance of the known solution — Distance of the approach

Error Rate = < ) x 100 (9)

Distance of the known solution

In this formula, the distance of the approach refers to the total length of the path found by our
method or the ACO, while the distance of the known solution represents the total length of the
path for the best-known solution.

= ACO error = ACO-RNN error
16 =+

=
I
]

Percentage

"

&ll31  berlin52 st70 ellfé  pr76  rat99  hroE100 01 Im105  ch130

Instance

Figure 4: Comparative error curves of ACO and ACO-RNN in terms of cost on small instances

Based on the presented results in Cf. Figure 4 and Cf. Figure 5 (highlighted in red), it is evident
that ACO-RNN exhibits a significant superiority over classical ACO, leading to considerably
reduced errors. This notable improvement can be attributed to the enhanced exploration capa-
bilities of ACO-RNN, which leverages the quality of predictions provided by the neural network
model.

To further evaluate the performance of our approach, we have organized a comprehensive com-
parison between ACO-RNN and the known solutions for small and medium-sized instances.
These comparisons are presented in Cf. Table 2 and Cf. Table 3, respectively. These tables pro-
vide a detailed analysis of the distances calculated by our approach and the distances associated
with the known solutions.

It is important to note that at the conclusion of our comparative study, we utilized the parameters
presented in the Table 1. The results of our analysis are heavily dependent on these parameters,
meaning that any modifications made to them could lead to different outcomes. Therefore, it is
essential to select appropriate parameters.
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Figure 5: Comparative error curves of ACO and ACO-RNN in terms of cost on medium instances

Instance @ BKS ACO-RNN

Instance BKS ACO-RNN ch130 6110 6300.1
eilS1 426 429.3 prl44 6110 57189.8
berlin52 7542 7583.8 ch150 6528 6987.4
st70 675 700.2 kroA200 29368 33449.1
€il76 538 560.4 rd400 15281 15900.5
pr76 108159  112000.1 1417 11861 13503.4
rat99 1211 1334.5 pr439 107217  112286.9
rd100 7910 8036.0 pcb442 50778 53850.0
kroA100 21747 21554.2 ratS75 6773 7053.7
eil101 629 650.8 p654 34643 35982.0
lin105 14379 14750 u724 41910 44002.5

rat783 8806 9335.8

Table 2: Small Instance Comparisons
Table 3: Medium Instance Comparisons

VII CONCLUSION AND REFERENCES

7.1 Discussion

By examining these comparison tables (Cf. Table 2 and Cf. Table 3,), we can gain insights
into the effectiveness of ACO-RNN in approximating the optimal solutions for the given TSP
instances. The calculated distances serve as a quantitative measure of the quality of the solutions
generated by our approach. This analysis enables us to assess the performance of ACO-RNN
across a range of problem instances and provides valuable information on the overall efficiency
of our proposed solution.
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Through these extensive comparisons, we can ascertain the significant advancements offered
by ACO-RNN in accurately approximating optimal solutions for small and medium-sized TSP
instances. These findings reinforce the potential of our approach and lay the foundation for
further exploration and refinement in solving larger and more complex instances of the TSP.

7.2 Conclusion

In this study, we proposed a low-level co-evolutionary hybridization approach, combining the
ant colony algorithm and attention mechanism-based neural networks (ACO-RNN), to tackle
the Traveling Salesman Problem (TSP). The results demonstrated the effectiveness of ACO-
RNN in significantly outperforming classical ACO methods. However, it is important to ac-
knowledge that ACO-RNN has its limitations, one of which is its inherent stochastic nature that
can lead to different results with each execution.

Another limitation of ACO-RNN is its high execution time, primarily due to the training process
and the predictions made during the solution search. Additionally, the performance of ACO-
RNN is influenced by various parameters, which requires careful parameter tuning for each
TSP instance. To address this limitation, our future work will focus on developing an adaptive
parameter system that can dynamically determine the optimal parameters for each specific TSP
1nstance.

Furthermore, we plan to explore the utilization of more advanced neural network architectures,
such as transformers, to further enhance the capabilities of ACO-RNN. Additionally, we intend
to implement a clustering system within ACO-RNN to reduce the computational time required
to find solutions.
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