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ABSTRACT. The time-dependent Stokes equations are discretized by the original Chorin’s projection method
[5] and Temam[15]. According to an idea of [1], we derive time error estimators for velocity and pressure. In
particular, the velocity estimator is implemented for adaptation on the time step.

RÉSUMÉ. Les équations de Stokes instationnaires sont discrétisées par la méthode de projection classique
de Chorin [5] et Temam[15]. En se basant sur une idée de [1], nous construisons des estimateurs sur l’erreur
de discrétisation en temps pour la vitesse et la pression. En particulier, l’estimateur associée à la vitesse est
mis en œuvre pour l’adaptation sur le pas de temps.
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1. Introduction

For the last forty years, a large number of works have been devoted to the analysis of the nu-
merical difficulty related to the incompressibility constraint in the time-dependent Navier-Stokes
equations1. The Chorin [5] and Temam [15] scheme, started in the late 1960’s, was introduced to
overcome such a difficulty. However, this scheme, commonly refered as the projection scheme,
suffers from the lack of accuracy on the pressure. The conjecture given by Rannacher [14] and
the numerical experiments realized in [13], show in fact, the existence of boundary layers on the
domain boundary.
In this paper, we are concerned with thea posteriorianalysis of this scheme and we particularly
focus on its time error analysis. Our aim is to provide tools to control the time step size. In this
approach, we study the discretization error of the time-dependent Stokes problem in two or three
dimensionnal bounded domain and for a finite-time interval.
Based on the idea of [1], the methodology that we follow here, is rather similar to [2] for the
backward Euler scheme. Its main drawback consists in uncoupling as far as possible the time
and the space discretization errors. To this end, we use the space variational formulation of the
continuous Stokes problem and that of the two semi-discrete problems defining the projection
scheme, namely the prediction step and the projection step. Furthermore, we consider the time
continuous Galerkin method to approximate the velocity. For the present case, we use two con-
tinuous affine velocities respectively associated to the prediction step and to the projection step.
For the pressure, we consider a piecewise constant approach. It should be noted that the split-
ting feature of the projection method leads to distinguish two residual error estimators. They are
respectively associated to the velocity and the pressure. Furthermore, they depend on the fully
discrete solution and both of them are, local in time and global with respect to the space variables.
For the spatial discretization, we simply use the conforming finite element method.
Then, we prove, up to some terms involving the data and the spatial discretization error, a global
upper bound of the error by the Hilbertian sum of these estimators and also a local lower bound
of the error by each of them. In particular, we notice that the upper estimate on the pressure
estimator is derived independently from the one obtained for the velocity estimator. Moreover,
these estimates are obtained with constants independent of any discretization parameter.
Finally, considering a strategy different from the one presented in [1], we implement a simple
procedure justifying the efficiency of the estimators for time adaptivity. In particular, we will be
concerned only with the velocity estimator.

2. The continuous and semi-discrete problems

LetΩ bea bounded connected domain ofR
d (d = 2, 3), with a Lipschitz continuous boundary

Γ. For a given positive realT , we consider the time-dependent Stokes problem in the primitive
variables















∂tu− ν∆u+∇p = f in Ω×]0, T ],
∇ · u = 0 in Ω×]0, T ],
u = 0 on Γ×]0, T ],

u|t=0 = u0 in Ω.

(1)

The unknowns are the velocityu = u(x, t) and the pressurep = p(x, t) of the fluid; the data
are the density of body forcesf = f(x, t) and the initial velocityu0 = u0(x). The kinematic

1. for an interesting overview, we refer to [8]
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viscosityν is assumed to be a positive constant. For simplicity, we consider a homogeneous
Dirichlet condition.

Preliminaries : Let us denote byB any separable Banach space and[a, b] any time interval
included in[0, T ]. In the sequel, we denote byL2(a, b;B), the space of measurable functions

v from ]a, b[ in B such that‖v‖L2(a,b;B) =

(

∫ b

a

‖v(., s)‖2Bds
)

1

2

< +∞, andC0(a, b;B)

the space of continuous functions from[a, b] in B. For k = 0, 1, 2, we use the Sobolev spaces
Hk(Ω), equipped with their standard norms‖ · ‖k and semi-norms| · |k (the same notation is
used for the vector valued functions). As usual,H0(Ω) ≡ L2(Ω), L2

0(Ω) stands for the space
of functions inL2(Ω) with zero mean value onΩ and,H1

0 (Ω) the subspace ofH1(Ω) with
vanishing traces onΓ. We make use of the subspaces :H0(div,Ω) = {v ∈ L2(Ω)d; ∇ · v ∈
L2(Ω) with v|Γ · n = 0}, the kernels,V = {v ∈ H1

0 (Ω)
d; ∇ · v = 0} andH = {v ∈

L2(Ω)d; ∇·v = 0 with v|Γ ·n = 0}, wheren is the unit normal onΓ pointing out ofΩ. We also
consider the operatorPH as the orthogonal projection fromL2(Ω)d ontoH. This operator plays
a key role in the a priori analysis of projection schemes (see for instance [9] and the references
therein).
In particular, ifA denotes the Stokes operator [6, Chap. XIX], we haveAv = −PH∆v, ∀v ∈
V ∩H2(Ω)d. To simplify the presentation, we set :

X = H1
0 (Ω)

d, X ′ = H−1(Ω)d, Y = L2(Ω)d and M = H1(Ω) ∩ L2
0(Ω).

The problem (1) admits the variational formulation : findu in L2(0, T ;X) ∩ C0(0, T ;Y ) andp
in L2(0, T ;L2

0(Ω)), such that

u(., 0) = u0 a.e. in Ω, (2)

and that, for a.e.t ∈]0, T ] and for all(v, q) ∈ X × L2
0(Ω),

{

〈∂tu,v〉+ ν(∇u,∇v)− (p,∇ · v) = 〈f ,v〉,
−(∇ · u, q) = 0.

(3)

Moreover, for anyt in ]0, T ] and for allv in L2(0, t;X) ∩ C0(0, t;Y ), it is useful to define

the energy norm[v](t) =

(

‖v(., t)‖20 + ν

∫ t

0

|v(., s)|21ds
)1/2

. Then, we recall the following

stability result [2, Prop. 2.1] :

Proposition 1. For any data(u0, f) in H×L2(0, T ;X ′), problem (2)-(3) has a unique solution
(u, p), which satisfies for allt in ]0, T ],

[u](t) ≤
(

ν−1‖f‖2L2(0,t;X′) + ‖u0‖20
)

1

2

.

Moreover, this solution is such that∂tu + ∇p belongs toL2(0, T ;X ′) and satisfies for allt in
]0, T ],

‖∂tu+∇p‖L2(0,t;X′) ≤ 2
(

‖f‖2L2(0,t;X′) +
ν

2
‖u0‖20

)
1

2

.

For the sequel, we assume the data(u0, f) belong toH×C0(0, T ;X ′). Finally, for all(v,w)
in Y 2 and(a, b) in R

2, we make use of the following properties :

2(v,v −w) = ‖v‖20 − ‖w‖20 + ‖v −w‖20, (4)

2ab ≤ α a2 + b2/α (∀α > 0). (5)
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The projection scheme Let N be a given integer and0 = t0 < t1 < ... < tN = T
a partition of the interval[0, T ] with step sizesτn = tn − tn−1. We denote byτ , theN -uple
(τ1, . . . , τN ) and we set|τ |= max

1≤n≤N
τn. Moreover, we assume that partition is regular in the sense

of [3, Def. 1.2, Chap. VIII], i.e, there exists a constantσ > 1, such that

max
2≤n≤N

τn
τn−1

≤ σ. (6)

Then,for eachn, 0 ≤ n ≤ N , such thatu0 = u(., 0), the projection scheme uncouples every
iteration stepn, in two substeps.
At the first step, givenun−1, we seek for a provisional velocitỹun, such that :







ũn − un−1

τn
− ν∆ũn = fn in Ω,

ũn = 0 on Γ,
(7)

wherefn denotes an approximation to the distributionf(., tn). In the second step, we look for a
divergence-free velocityun and a pressureΦn, satisfying the equations :











un − ũn

τn
+∇Φn = 0 in Ω,

∇ · un = 0 in Ω,
un · n = 0 on Γ.

(8)

The step (7) is nothing more than an approximation of the viscous part of the Stokes equations,
while the step (8) is associated to the incompressibility constraint. The algorithm (7)-(8) admits
the following variational formulation :
Find (ũn)1≤n≤N in XN and(u0, (un,Φn)1≤n≤N ) in H×H0(div,Ω)

N × L2
0(Ω)

N , such that

u0 = u(0) a.e. in Ω, (9)

and that, for everyn, 1 ≤ n ≤ N , and for all(w,v, q) in X ×H0(div,Ω)× L2
0(Ω),

(ũn,w) + ντn(∇ũn,∇w) = (un−1,w) + τn〈fn,w〉, (10)

{

(un,v)− τn(∇ · v,Φn) = (ũn,v),
−(q,∇ · un) = 0.

(11)

The latter step has also the following mixed formulation :
Find (u0, (un,Φn)1≤n≤N ) in H × HN ×MN , such that for everyn, 1 ≤ n ≤ N , and for all
(v, q) in Y ×M ,

{

(un,v) + τn(v,∇Φn) = (ũn,v),
(un,∇q) = 0.

(12)

In particular, (11) is equivalent to a Poisson-Neumann problem with a unknown pressure given
by :

∆Φn =
1

τn
∇ · ũn in Ω, ∇Φn · n = 0 on Γ, (13)

andun is given by

un = ũn − τn∇Φn. (14)
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In this case,Φn must satisfy a homogeneous Neumann condition onΓ, which is not necessarily
satisfied by the exact pressure. In practice, such a condition often generates boundary layers on
Γ that exponentially decay in the interior ofΩ. Indeed, it is conjectured in [13, 14], that the
L2-pressure error is first order in time, for all subdomains strictly included inΩ. With standard
arguments, we also prove the following stability result :

Proposition 2. There exists a unique solution(ũn,un,Φn)1≤n≤N of problems (10) and (11) or
(12), such that for allm, 1 ≤ m ≤ N , the following estimates hold :

‖ũm‖20 + ν

m
∑

n=1

τn|ũn|21 +
m
∑

n=1

‖ũn − un−1‖20 +
m
∑

n=1

‖ũn−1 − un−1‖20

≤ ‖u0‖20 +
m
∑

n=1

τn
ν
‖fn‖2X′ .

(15)

(

m
∑

n=1

τn

∥

∥

∥

∥

un − un−1

τn
+∇Φn

∥

∥

∥

∥

2

X′

)
1

2

≤ 2

(

m
∑

n=1

τn‖fn‖2X′ +
ν

2
‖u0‖20

)
1

2

. (16)

3. The upper and the lower bounds of the error

In this section, we introduce two distinct families of time error estimators, defined at each time
step as a function of the predicted velocity and of the pressure respectively. We denote byh > 0,
the mesh size associated to the finite element method and we denote by(ũn

h,u
n
h,Φ

n
h)1≤n≤N , the

numerical solution obtained by the spatial discretization of the projection algorithm. In addition,
with any sequence(ψn)0≤n≤N of a given Hilbert space, we associate the functionψτ on [0, T ]
which is piecewise affine and continuous on the time intervals[tn−1, tn], 1 ≤ n ≤ N , defined
by : ψτ (t) = ψn − tn−t

τn
(ψn − ψn−1), for t ∈ [tn−1, tn]. Finally, we introduce the operatorπτ

such that, for any functionψ continuous from[0, T ] into any Banach space,πτψ denotes the step
function which is constant and equal toψ(tn) on each interval]tn−1, tn], 1 ≤ n ≤ N . In order
to derive the aposteriorierror estimates, we need some regularity onΩ and the data(u0, f).

(R) For any datag in Y , the Stokes problem :Aw = g onΩ, w = 0 onΓ, has a unique solution
w in V∩H2(Ω)d, which satisfies‖w‖2 ≤ C(Ω)‖Aw‖0, whereC(Ω) is a constant which
depends onΩ.

(D) u0 ∈ V andf ∈ L2(0, T ;Y ) ∩ C0(0, T ;X ′).

In this case (cf. [16]), the problem (1) has a unique solution, such that :

u ∈ L2(0, T ;H2(Ω)d) ∩ C0(0, T ;V), ∂tu ∈ L2(0, T ;H) andp ∈ L2(0, T ;M). (17)

Besides, we notice from (9), (10) and (12) that :

uτ (0) = u0 a.e. in Ω, (18)

and that, for1 ≤ n ≤ N , for all t ∈]tn−1, tn], for all (w,v, q) ∈ X × Y ×M ,

(∂tuτ ,w) + ν(∇ũτ ,∇w)− (∇ ·w,Φn) = 〈fn,w〉 − ν(∇(ũn − ũτ ),∇w), (19)

and from (11),
{

(uτ − ũτ ,v) + τn(v,∇Φ∗
τ ) = 0,

(uτ ,∇q) = 0,
(20)

Revue ARIMA, vol. 13 (2010), pp. 33-46
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where,Φ∗
τ denotes the function :

Φ∗
τ (t) =

τn−1

τn
Φn−1 +

t− tn−1

τn
(Φn − τn−1

τn
Φn−1).

We notice that,Φ∗
τ defines an affine function associated with(Φn)1≤n≤N , but which is discon-

tinuous attn−1, for 1 ≤ n ≤ N , since for allt ∈]tn−1, tn],

(Φτ − Φ∗
τ )(t) =

tn − t

τn
(1− τn−1

τn
)Φn−1.

We also derive from (12), for allt ∈]tn−1, tn] and for allv in Y , the important relation :

(∂tuτ ,v) + (v,∇Φn) = (∂tũτ ,v) + (v,
τn−1

τn
∇Φn−1). (21)

Then,by combining (2)-(3) with (18)-(19)-(20) and (21), we deduce that

(u− ũτ ,u− uτ , p− πτΦτ ) satisfies(u− uτ )(0) = 0 a.e. in Ω,

and that, for1 ≤ n ≤ N , for a.e.t ∈]tn−1, tn] and for all(w,v, q) ∈ X × Y ×M ,

〈∂t(u− uτ ),w〉+ ν(∇(u− ũτ ),∇w)− (p− πτΦτ ,∇ ·w)
= 〈f − πτ f ,w〉+ ν(∇(ũn − ũτ ),∇w),

(22)

{

(u− ũτ ,v) + τn(v,∇Φ∗
τ ) = (u− uτ ,v),

(u− uτ ,∇q) = 0,
(23)

and moreover,

〈∂t(u− uτ ),v〉−(∇ · v, p− πτΦτ )=〈∂t(u− ũτ ),v〉−(∇ · v, p− τn−1

τn
Φn−1). (24)

For eachn, 1 ≤ n ≤ N , we define the error estimators by

ζ̃n =
(

ν
τn
3

)
1

2
∣

∣ũn
h − ũn−1

h

∣

∣

1
, ζn = 1√

3
|τnΦn

h − τn−1Φ
n−1
h |1 (25)

andtheir Hilbertian sum by,

ζ̃nτ =

{

n
∑

m=1

ζ̃2m

}
1

2

, ζnτ =

{

n
∑

m=1

ζ2m

}
1

2

. (26)

For convenience, we considerẽn = ũn − ũn
h, en = un − un

h andεn = Φn − Φn
h. By following

a similar strategy to that of [2] (see also [1] for the heat equation), we prove in the result below, a
global upper bound of the error by the quantities (26) and, a local upper bound by the estimators
(25).

Theorem 1. Assume the conditions(R) and (D) are satisfied. Then, for eachm ∈ [1, N ],
there existsδm ∈ [0, 14 [ such that, for any(µ1, µ2) ∈]0, 1]2, we have the following a posteriori
estimate of the error between the solutionu of the problem (1) and the functions(ũτ ,uτ , πτΦτ )
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associated with the solution(u0, (ũn,un,Φn)1≤n≤N ) of the projection scheme (7)-(8), given
by :

(

E2
uτ (tm) +

3

4

m
∑

n=1

E2
p(tn, µ1, µ2)

)
1

2

+(2ν)−
1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖L2(0,tm;X′)

≤ 2
√
6
(

ζ̃2mτ + γζ2mτ

)
1

2

+2
√

3
ν ‖f − πτ f‖L2(0,tm;X′) + (

√
2 +

√
3)|τ | 12Cm(f ,u0)

+4

(

m
∑

n=1

{

ντn|ẽn − ẽn−1|21 +
γ

2
|τnεn − τn−1ε

n−1|21
}

)
1

2

,

(27)

where, we denoted by :

Euτ (tm) =

{

‖u(tm)− um‖20 + ν

∫ tm

0

|u− ũτ |21dt+
1

2
[u− ũτ ]

2(tm)

}

1

2

,

Ep(tn, µ1, µ2)=

{

τn

∫ tn

tn−1

(

(1− µ1)|p−
τn−1

τn
Φn−1|21 + (1− µ2)|p− πτΦτ |21

)

dt

}
1

2

, C2
m(f ,u0) =

(1+C(Ω))2(

m
∑

n=1

τn
|τ | ‖f‖

2
L2(tn−1,tn;Y )+2(‖f‖2L2(0,tm;Y )+ν|u0|21)), andγ = 1

4

(

µ−1

1
+µ−1

2

2 − 1 + 5
3δm

)

.

Then,for eachn, 1 ≤ n ≤ N , ζ̃n andζn, satisfy the following a posteriori estimates

ζ̃n ≤ ν−
1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖L2(tn−1,tn;X′)

+ν
1

2 ‖u− ũτ‖L2(tn−1,tn;X) + ν−
1

2 ‖f − πτ f‖L2(tn−1,tn;X′)

+
(

ν τn
3

)
1

2 |ẽn − ẽn−1|1.
(28)

√
3

2
ζn ≤ 1√

2
|τnεn − τn−1ε

n−1|1 +Ep(tn, 0, 0). (29)

Proof. By takingw andv equal tou − ũτ respectively in (22) and (24), and combining them,
we get :

1

2

d

dt
‖u− ũτ‖20 + ν|u− ũτ |21 − (∇ · (u− ũτ ), p−

τn−1

τn
Φn−1) =

〈f − πτ f ,u− ũτ 〉+ ν(∇(ũn − ũτ ),∇(u− ũτ )).

Next, from (23) forallq in M andv = ∇q, we have

(∇ · (u− ũτ ), q) = −(u− ũτ ,∇q) = −(u− uτ ,∇q)− τn(∇Φ∗
τ ,∇q) = τn(∇Φ∗

τ ,∇q),
whence

1

2

d

dt
‖u− ũτ‖20 + ν|u− ũτ |21 − τn(∇Φ∗

τ ,∇(p− τn−1

τn
Φn−1)) =

〈f − πτ f ,u− ũτ 〉+ ν(∇(ũn − ũτ ),∇(u− ũτ )).

Also, by insertingπτΦτ , we obtain

1

2

d

dt
‖u− ũτ‖20 + ν|u− ũτ |21 − τn(∇Φ∗

τ ,∇(p− πτΦτ )) =

〈f − πτ f ,u− ũτ 〉+ ν(∇(ũn − ũτ ),∇(u− ũτ )) + (∇Φ∗
τ ,∇(τnΦ

n − τn−1Φ
n−1)).
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40 N. Kharrat and Z. Mghazli

By applying (4) and observing moreover that

(∇Φ∗
τ ,∇(τnΦ

n − τn−1Φ
n−1)) =

t− tn
τ2n

|τnΦn − τn−1Φ
n−1|21

+
τn
2
(|Φn|21 − |τn−1

τn
Φn−1|21 + |Φn − τn−1

τn
Φn−1|21),

wesuccessively deduce

1

2

d

dt
‖u− ũτ‖20 + ν|u− ũτ |21
+ τn

2 (| τn−1

τn
Φn−1|21 − |p|21 + |p− τn−1

τn
Φn−1|21) =

〈f − πτ f ,u− ũτ 〉+ ν(∇(ũn − ũτ ),∇(u− ũτ ))

+ t−tn−1

τn
(∇(τnΦ

n − τn−1Φ
n−1),∇(p− τn−1

τn
Φn−1)),

(30)

and

1

2

d

dt
‖u− ũτ‖20 + ν|u− ũτ |21 +

τn
2
(|τn−1

τn
Φn−1|21 − |p|21 + |p− πτΦτ |21) =

〈f − πτ f ,u− ũτ 〉+ ν(∇(ũn − ũτ ),∇(u− ũτ ))
+ t−tn

τn
(∇(τnΦ

n − τn−1Φ
n−1),∇(p− πτΦτ ))

+( t−tn
τ2
n

+ 1
2τn

)|τnΦn − τn−1Φ
n−1|21.

(31)

Besides,we note also, for alln, 1 ≤ n ≤ N and for allt ∈ [tn−1, tn], that

ν

∫ tn

tn−1

|ũn − ũτ |21dt = ν
τn
3
|ũn − ũn−1|21. (32)

By integrating (30) betweentn−1 andtn, then from (32), the Cauchy-Schwarz inequality and (5),
for a given realµ1 in ]0, 1], we derive

‖u(tn)− ũn‖20 − ‖u(tn−1)− ũn−1‖20 + ν

∫ tn

tn−1

|u− ũτ |21dt

+|τn−1Φ
n−1|21 + (1− µ1)τn

∫ tn

tn−1

|p− τn−1

τn
Φn−1|21dt

≤ 2

ν

∫ tn

tn−1

‖f − πτ f‖2X′dt+ 2ν
τn
3
|ũn − ũn−1|21

+
µ−1

1

3 |τnΦn − τn−1Φ
n−1|21 + τn

∫ tn

tn−1

|p|21dt.

Similarly, considering also (31), we obtain identical estimate, for a given realµ2 in ]0, 1], while
replacing the errorp− τn−1

τn
Φn−1 by p− πτΦτ . Consequently, by adding up these estimates, we

get

‖u(tn)− ũn‖20 − ‖u(tn−1)− ũn−1‖20 + |τn−1Φ
n−1|21

+ν

∫ tn

tn−1

|u− ũτ |21dt+
1

2
E2

p(tn, µ1, µ2)

≤ 2ν τn
3 |ũn − ũn−1|21 + 1

2
µ−1

1
+µ−1

2

3 |τnΦn − τn−1Φ
n−1|21

+ 2
ν

∫ tn

tn−1

‖f − πτ f‖2X′dt+ τn

∫ tn

tn−1

|p|21dt.

(33)
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From other part, it can be observed from (12) that for alln ∈ [1, N ], the following holds :

‖τn∇Φn‖20 = τn(ũ
n − un,∇Φn) = ‖ũn − un‖20

and also that

‖τn∇Φn‖20 = ‖u(tn)− ũn‖20 − ‖u(tn)− un‖20. (34)

In this case, (33) becomes

‖u(tn)− un‖20 − ‖u(tn−1)− un−1‖20 + |τnΦn|21
+ν

∫ tn

tn−1

|u− ũτ |21dt+
1

2
E2

p(tn, µ1, µ2)

≤ 2ν τn
3 |ũn − ũn−1|21 + 1

2
µ−1

1
+µ−1

2

3 |τnΦn − τn−1Φ
n−1|21

+ 2
ν

∫ tn

tn−1

‖f − πτ f‖2X′dt+ τn

∫ tn

tn−1

|p|21dt.

(35)

In particular, we observe that

3|τnΦn|21 − |τnΦn − τn−1Φ
n−1|21 = {|τnΦn|21 − |τn−1Φ

n−1|21}
+{|τnΦn + τn−1Φ

n−1|21 − |τn−1Φ
n−1|21}.

Thus, settingRm =

m
∑

n=1

{|τnΦn + τn−1Φ
n−1|21 − |τn−1Φ

n−1|21}, we obtain, after summing with

respect ton, the inequality

‖u(tm)− um‖20 + ν

∫ tm

0

|u− ũτ |21dt+
1

3
|τmΦm|21 +

1

3
Rm +

1

2

m
∑

n=1

E2
p(tn, µ1, µ2)

≤ 2ν
m
∑

n=1

τn
3
|ũn − ũn−1|21 +

1

3
(
µ−1
1 + µ−1

2

2
− 1)

m
∑

n=1

|τnΦn − τn−1Φ
n−1|21

+
2

ν

∫ tm

0

‖f − πτ f‖2X′dt+

m
∑

n=1

τn

∫ tn

tn−1

|p|21dt.

which by

taking into account (34), yields
2

3
‖u(tm)− um‖20 +

1

3
‖u(tm)− ũm‖20 + ν

∫ tm

0

|u− ũτ |21dt

+
1

3
Rm +

1

2

m
∑

n=1

E2
p(tn, µ1, µ2)

≤ 2ν
m
∑

n=1

τn
3
|ũn − ũn−1|21 +

1

3
(
µ−1
1 + µ−1

2

2
− 1)

m
∑

n=1

|τnΦn − τn−1Φ
n−1|21

+
2

ν

∫ tm

0

‖f − πτ f‖2X′dt+

m
∑

n=1

τn

∫ tn

tn−1

|p|21dt.

In ad-

dition, we first notice that

|τnΦn + τn−1Φ
n−1|21 − |τn−1Φ

n−1|21 = Qn − 1

4
|τnΦn − τn−1Φ

n−1|21,

wherewe denote byQn = 2|τnΦn|21 + |τn−1Φ
n−1|21 − 3

4 |τnΦn − τn−1Φ
n−1|21. In particular, we

also remark thatQn = 1
2 (|τnΦn|21 − |τn−1Φ

n−1|21) + 3
4 |τnΦn + τn−1Φ

n−1|21. Consequently, if
Rm < 0 then there existsδm in ]0, 14 [ suchthat

m
∑

n=1

{2|τnΦn|21 + |τn−1Φ
n−1|21 − (1− δm)|τnΦn − τn−1Φ

n−1|21} = 0.
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Hence,Rm = −δm
m
∑

n=1

|τnΦn − τn−1Φ
n−1|21, by settingβm = (

µ−1

1
+µ−1

2

2 − 1 + δm)

andusing the triangular inequality while inserting (25) then noting (26), we derive

2

3

(

‖u(tm)− um‖20 + ν

∫ tm

0

|u− ũτ |21dt
)

+
1

3
[u− ũτ ]

2(tm) +
1

2

m
∑

n=1

E2
p(tn, µ1, µ2)

≤ + 2
3

m
∑

n=1

{2ντn|ẽn − ẽn−1|21 + βm|τnεn − τn−1ε
n−1|21}

2(2ζ̃2mτ + βmζ
2
mτ ) +

2
ν

∫ tm

0

‖f − πτ f‖2X′dt+

m
∑

n=1

τn

∫ tn

tn−1

|p|21dt.

(36)

Furthermore, whenRm ≥ 0, this inequality is also satisfied withδm = 0. Next, in order to
estimate the last term in (36), we deduce from the first equation of (1), and (17), that for almost
anyt ∈]0, T ], we have|p|1 ≤ ‖f‖0 + ‖∂tu‖0 + ν‖u‖2.
Then, by applying the operatorPH to the same equation, we obtain∂tu+ νAu = PHf .
Consequently, from the condition(R) and the continuity of the operatorPH, we then have
ν‖u‖2 ≤ C(Ω){‖∂tu‖0 + ‖f‖0}. Whence

m
∑

n=1

τn

∫ tn

tn−1

|p|21dt ≤ 2(1 + C(Ω))2
m
∑

n=1

τn(‖f‖2L2(tn−1,tn;Y ) + ‖∂tu‖2L2(tn−1,tn;Y )).

Now, using the classical Faedo Galerkin method (we refer to [6, Chap.XIX, Prop.2] for a similar
proof), we derive at each timetm, for anym, 1 ≤ m ≤ N , the a priori estimate‖∂tu‖L2(0,tm;Y ) ≤√
ν|u0|1 + ‖f‖L2(0,tm;Y ) and therefore
m
∑

n=1

τn

∫ tn

tn−1

|p|21dt ≤ 2(1 + C(Ω))2

{

m
∑

n=1

τn‖f‖2L2(tn−1,tn;Y ) + 2|τ |(‖f‖2L2(0,tm;Y )

+ν|u0|21)
}

.
Now, we prove a similar upper bound for the error function∂t(u − uτ ) +∇(p − πτΦτ ) in the
norm ofX ′. In fact, if we observe that

‖∂t(u− uτ ) +∇(p− πτΦτ )‖X′ = sup
w∈X

(∂t(u− uτ ),w)− (p− πτΦτ ,∇ ·w)

|w|1
,

andusing equation (22), we get for anyt ∈]tn−1, tn],

ν−
1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖X′ ≤ ν−
1

2 ‖f − πτ f‖X′ + ν
1

2 |u− ũτ |1 + ν
1

2 |ũn − ũτ |1.

Taking the square of this inequality, then integrating betweentn−1 andtn, from (32) and using
the same arguments to establish (36), we derive
(2ν)−

1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖L2(0,tm;X′)

≤
(

ν‖u− ũτ‖2L2(0,tm;X) +
1

ν
‖f − πτ f‖2L2(0,tm;X′)

+2
m
∑

n=1

ζ̃2n +
2

3

m
∑

n=1

ντn|ẽn − ẽn−1|21

)
1

2

.
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Forµ1 = µ2 = 1, the second term in the right-hand side of the previous inequality is bounded in
(36), and this leads to

(2ν)−
1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖L2(0,tm;X′)

≤ (6ζ̃2mτ + 2δmζ
2
mτ )

1

2 +
√

3
ν ‖f − πτ f‖L2(0,tm;X′) + |2τ | 12Cm(f ,u0)

+
√

2
3

(

m
∑

n=1

{3ντn|ẽn − ẽn−1|21 + δm|τnεn − τn−1ε
n−1|21}

)
1

2

.

(37)

Finally, we conclude the proof of (27) by combining (36) with (37). Conversely, thanks to trian-
gular inequality, we have

ζ̃n ≤
(

ν
τn
3

)
1

2

(|ẽn − ẽn−1|1 + |ũn − ũn−1|1). (38)

To bound the last term, we take firstw equal toũn − ũτ in (22), next we integrate betweentn−1

andtn, then from (32) we deduce
(

ν τn
3

)
1

2 |ũn − ũn−1|1 ≤ ν−
1

2 ‖∂t(u− uτ ) +∇(p− πτΦτ )‖L2(tn−1,tn;X′)

+ν
1

2 ‖u− ũτ‖L2(tn−1,tn;X) + ν−
1

2 ‖f − πτ f‖L2(tn−1,tn;X′).
So,inserting this estimate in (38), we get (28). Similarly, we note that

ζn ≤ 1√
3
(|τnεn − τn−1ε

n−1|1 + |τnΦn − τn−1Φ
n−1|1).

Takingthe square of this inequality, we deduce

ζ2n ≤ 2

3
(|τnεn − τn−1ε

n−1|21 + τn

∫ tn

tn−1

|Φn − τn−1

τn
Φn−1|21dt). (39)

This concludes, the proof of the Theorem.

The local lower bound of the error (28), is similar to [2, Proposition3.3]. In particular, (29)
concerns the incompressibility part of the Stokes equations while (28) rely on its evolution or
diffusive part and is derived independently thereof.
Next, taking the square of (28), multiplying then (39) byγ and summing on then, and noting

thatν
∫ tm

0

|u− ũτ |21dt ≤
2

3
E2

uτ (tm), weget

1

4
(ζ̃2mτ + γζ2mτ ) ≤ 2

(

E2
uτ (tm) + (2ν)−1‖∂t(u− uτ ) +∇(p− πτΦτ )‖2L2(0,tm;X′)

+
γ

6

m
∑

n=1

E2
p(tn, 0, 0)

)

+ ν−1‖f − πτ f‖2L2(0,tm;X′)

+
1

3

m
∑

n=1

{

ντn|ẽn − en−1|21 +
γ

2
|τnεn − τn−1ε

n−1|21
}

.

Consequently, provided that the regularity parameterσ is bounded independently ofτ , then for
µ1 andµ2 satisfying3

4 (1− µ1) =
γ
6 = 3

4 (1− µ2), the full error
{

E2
uτ (tm) +

3

4

m
∑

n=1

E2
p(tn, µ1, µ2)

}
1

2

+ (2ν)−
1

2 ‖∂t(u − uτ ) + ∇(p − πτΦτ )‖L2(0,tm;X′) is
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equivalent to the Hilbertian sum(ζ̃2mτ + γζ2mτ )
1

2 up to some terms involving the data(u0, f) and

the spatial error

(

m
∑

n=1

{ντn|ẽn − ẽn−1|21 +
γ

2
|τnεn − τn−1ε

n−1|21}
)

1

2

.

In this case, we observe thatµ1(=µ2) is solution of18µ2 −
(

19− 5
3δm

)

µ+ 1 = 0 which admits

two solutions in]0, 1]. So, selectingµ1 = 1
36

(

19− 5
3δm +

√

(

19− 5
3δm

)2 − 72

)

, we notice

that for δm ∈ [0, 14 [, thenµ1(δm) ∈]0.97545, 1]. In particular, we observe that forµ1(0) = 1

the full errorEuτ (tm) + (2ν)−
1

2 ‖∂t(u − uτ ) + ∇(p − πτΦτ )‖L2(0,tm;X′) is equivalent to the
quantityζ̃mτ up to some terms involving the data and the spatial error. Which situation is similar
to the case of the Euler scheme (see [2, §3]).

4. Adaptive algorithm : Time step size control

In the following, we introduce a simple procedure allowing to control the time step size, based
on the local lower bound (28)2. For this, for eachn, 1 ≤ n ≤ N , we introduce the local norm

An =

(

ν

∫ tn

tn−1

|ũhτ |21dt
)

1

2

+ ν−
1

2

(

∫ tn

tn−1

‖∂tuhτ + τn∇Φn
h‖2X′dt

)
1

2

.

Thenegative norm in the last term ofAn is approximated by‖v‖1 wherev is the solution of the
Laplace equation−∆v = ∂tuhτ + τn∇Φn

h with homogeneous Dirichlet boundary conditions
at each iteration3. Next, we denote bytol the prescribed tolerance in order to bound the error.
Then, for a given parameterθ in ]0, 1[, and for eachn, 1 ≤ n ≤ N , we assume the condition

θtol ≤ ζ̃n
An

≤ tol is satisfied. So, for a fixedh, an initial guessτ1 and for a fixed value ofσ (6),
we adopt the following procedure :

while tn ≤ T

τn = τn−1; tn = tn−1 + τn; solve (7)-(8); computẽζn andAn;

if tol< ζ̃n
An

τn = tolAn

ζ̃n
τn endif;

if ζ̃n
An

< θtol τn = min(θtolAn

ζ̃n
, σ)τn end if;

end while

A simple test case : the Poiseuille flow. We assume that,Ω =]0, L[×] − H,+H[ is a
rectangular tube, triangulated by a uniform mesh, made of isosceles rectangular triangles with
diameterh. We consider the Taylor-Hood element, which uses the polynomial functions of a
degree 2 and 1 to approximate respectively the velocity and the pressure. The flow is generated
by prescribing a parabolic and horizontal profile of the velocity on{0}×]−H,+H[. We assume
that, the exact solution is given by :

(u; p) = α(t)((H − y)(H + y), 0;−2ν(x− L)),

with α(t) = (1+δǫ(t)+cos(rπt))
−1−(2+δǫ(t))

−1; for a fixedǫ in ]0, 1[, r in N
∗, and forT = 6

r ,
δǫ = ǫ× {χ[0, 2

r
] + 0.6× χ[ 2

r
, 4
r
] + 0.8× χ[ 4

r
,T ]}. Here,χ[a,b] defines the characteristic function

2. we also refer to [12] for similar idea and different context
3. we refer to [4, 17] for similar situations
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associated with any time interval[a, b]. In this case, the exact solution reaches its maximal values
at the timeskr in [0, T ] with k odd integer. For the numerical test, we take :L = 0.15,H = 0.015,
ν = 10−3, ǫ=0.25,r=16,h =

√
5H

6 , tol=7.5x10−5, τ1=1.2x10−3, σ=1.5 andθ=0.5.
Now, for eachn, 1 ≤ n ≤ N , we reported the time stepsτn (Fig.1-(a)) and the global error
[u − ũhτ ](tn) (Fig.1-(b)), obtained with an adapted and a constant time step. In particular, the
constant step corresponds to the average of the variable steps and equal to 9.4x10−4. Besides,
we noticed identical CPU time for both cases. Clearly, we first observe that, the sequence of time

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.2

0.4

0.6

0.8

1

1.2

x1e+3

0 0.1 0.2 0.3
0

0.005

0.01

0.015

0.02

0.025

xTol

with adaptation
without

(a) (b)

Figure 1. Behaviour of (a) τn and (b) [u− ũhτ ](tn).

stepsτn reaches its minimum at the peaks level, where the error[u − ũhτ ](tn) is maximal. In
addition, when time is advancing, the error obtained with the adaptive steps becomes increasingly
reduced. The computations are carried out on PC Toshiba (A100-088) intel core-duo (1 GB of
RAM) and by using the finite element code Freefem++, see [10].

5. Conclusion and perspectives

In this work, we presenteda posteriorianalysis of the original Chorin-Temam scheme by a
residual approach. We assumed, the time and the spatial discretization errors are independent.
In order to control the time step size, we set up a simple algorithm proving the efficiency of the
time error estimators. In particular, only the estimator associated with the velocity seeked at the
prediction step is used for the time adaptation. Moreover, we assume that the spatial discretiza-
tion error and some other terms involving the data are not considered in the present algorithm.
Besides, the present analysis can be extended to other higher order projection schemes4. It can
be easily developed in the framework of any spatial discretization method viz., the finite volumes
or spectral elements. In addition, using a residual approach with a conforming finite-element
method, the first analysis given in [11], introduces another family of estimators associated with
the spatial discretization error. In practice, they are well adapted for mesh adaptivity. In the
same way, they can be also combined with time adaptivity in one single procedure. This will be
addressed in a forthcoming paper.
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