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ABSTRACT. A new interpolation error estimate for a finite element method for image processing is
proved in this paper. The suggested scheme is based on the Raviart-Thomas’ one, extended to a non
linear formulation. The numerical trials run confirm the accuracy of the restoration algorithm.

RÉSUMÉ. Une nouvelle estimation de l’erreur d’interpolation dans une méthode d’éléments finis uti-
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Thomas, prolongé à une formulation non linéaire. Les tests numériques confirment la précision de la
méthode.
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1. Introduction

Restoration is a crucial step in image processing. Numerous algorithms have been
proposed recently to tackle the problems of noise removal and image restoration in real
images [18, 7, 3, 6]. Due to this large number of approaches, there is a need to compare
and quantify the numerical results provided by each of them in order to make an idea.
In this paper, we shall be presenting a dual approach to solve the restoration variational
problem introduced in [12], where the implemented algorithm of resolution requires a
projection over a convex set. Preserving conformity of the approximation space by using
a global projection on the whole mesh would be too costly, besides artificially propagating
the local error. This is the reason why this aspect is analyzed and discussed hereafter.
Additional interesting analyses can be found in several papers, especially those by G.
Acosta and R. G. Duran [1, 13, 14, 15].
Section 2 of the present paper is devoted to recalling a smoothed total variation model
proposed by several authors [3, 10], and to presenting the dual approach introduced in
[12] to tackle the issue. In section 3, our interest focuses on the use of quadrilateral finite
element methods used to discretize the domain and to estimate the interpolation error
generated. Numerical esults and their discussions are provided in section 4, before we
conclude in section 5.

2. A smoothed total variation model for image restoration

Let us denote by u an original, non-corrupted image, which is a function defined on some
rectangle Ω =]0, l[×]0, L[, and let f be noisy image defined by :

f = u + µ, (1)

where µ is a white additive Gaussian noise.

Reconstructing u from f by simply minimizing the quadratic misfit min
v

1

2

∫
Ω

|v−f |2

over the space one wishes the image to dwell in is an inverse problem which is well
known to be severely ill-posed [16]. It is thus necessary to regularize this problem by
adding a regularizing term bringing an a priori constraint on the solution or its derivatives.
Following several authors ([3], [17]), we shall choose the regularization leading to the
following optimization problem:

min
v

{
J(v) =

1

2

∫
Ω

|v − f |2 + ε

∫
Ω

√
1 + α|∇v|2

}
(2)
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where α and ε are two parameters to be adjusted in order to get satisfactory results.

The reason of such a choice are the following :
– For (locally) small values of |∇v|, the following equivalence holds :√

1 + α |∇v|2 ∼ 1 +
α

2
|∇v|2, (3)

which makes problem (2) a classical filtering process, damping down the small perturba-
tions of the gradient.

– For large values of |∇v|, it is on the other hand the following equivalence which
holds: √

1 + α |∇v|2 ∼
√
α |∇v|, (4)

which makes problem (2) alike the total variation problem proposed by Osher, Rudin and
Fatemi [18], thus enabling the description of contours.

The minimization problem (2) is then expected to meet both goals of denoising and
preserving discontinuities.

It is well known that the solution of this problem belongs to the space BV (Ω) of
functions with bounded variations defined by ([18], [3]):

BV (Ω) =
{
v ∈ L2(Ω) ; TV (v) < +∞

}
(5)

where the total variation TV is defined by:

TV (v) := sup

{∫
Ω

v divϕdx ; ϕ ∈ C1
0(Ω) and |ϕ|L∞(Ω) ≤ 1

}
. (6)

The most valuable feature of that space is to allow discontinuities along line curves
(in 2D). It is thus presumably well fit to describe contours. There is however a price to
pay in the numerical approximation of this problem, which is quite a difficult task to go
through since it needs to approximate the space BV .

Many authors have proposed methods to solve problem (2) among which one can refer
to the primal approach proposed by Destuynder [11].

2.1. The dual approach

In seek of a simpler way to solve the problem (2), we shall use the duality theory by
introducing the Lagrangian L(v, q, µ) [9], defined by:

L(v, q, µ) =
1

2

∫
Ω

|v − f |2 + ε

∫
Ω

√
1 + α |q|2 +

∫
Ω

(∇v − q)µ (7)
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Therefore the solution of the dual problem is given by the extremality relation (see [12]):

u = f +
√
α div η (8)

where η is the Lagrange multiplier, solving the following dual problem :

min
(η,z)∈D

{
F(η, z) =

α

2

∫
Ω

|div η|2 +
√
α

∫
Ω

f div η +
β

2

∫
Ω

|η|2 −
∫

Ω

z

}
(9)

and β is a small strictly positive regularization parameter.

The minimization of this problem is performed over the closed non empty convex set:

D = {(η, z) ∈ H0(div,Ω)× L2(Ω) | η2 + z2 ≤ ε2 ; z ≥ 0}

where the Sobolev space H0(div,Ω) is defined by:

H0(div,Ω) =
{
η ∈ [L2(Ω)]2, div(η) ∈ L2(Ω), η.ν = 0 on Γ

}
, with Γ = ∂Ω.

Then by solving the dual problem (9), we get - for a small enough value of β - an approx-
imate value of the processed image by the optimality condition (8).

We are now interested in the approximation of the vector field η in the spaceH0(div,Ω),
in order to compute the processed image obtained by adding the corrector div η to the
noisy image f . For this purpose, we shall use the simplest first order Raviart-Thomas
H(div,Ω) quadrilateral finite element.

Figure 1. The Raviart-Thomas H(div,Ω) first order finite element

The relevant degrees of freedom are the normal fluxes of η at the midpoints of the
mesh edges, which are constant along the edges, since their continuity from one element
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to the next one ensures the divergence of η to remain in L2(Ω).

In order to solve problem (9), one can use the steepest descent algorithm with projec-
tion (gradient with projection). Let us denote by ΠD the projection operator on D (see
figure 2), then the algorithm writes down as follows:

The steepest descent algorithm with projection:
First guess: Choose (η0, z0) ∈ D
k − th iteration: (ηk+1, zk+1) = ΠD ((ηk, zk)− ρk∇Fβ(ηk, zk))
Stopping criterion: ‖ηk+1 − ηk‖(L∞)2 ≤ δ,
where δ is some prescribed threshold

(10)

where ρk is the k−th iteration optimal step.

Figure 2. Projection over the convex D.

Performing a conforming projection on the convex set D would make it a global op-
erator and thus a somewhat complicated one to implement, since the degrees of freedom
are connected from one element to the next one. This is the reason why local approximate
projections, such as the projection on the center of the each element K, or the one on
the interior edges midpoints, are preferred. We however need to choose the approximate
projection operator providing the best error estimate. To that end, the interpolation error
(related to η) needs to be estimated. Hopefully, it might enable us to preserve the order
of approximation even though the local projection is non conforming with respect to the
space H(div,Ω). Before tackling that task, let us recall the variational formulation of the
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dual problem.

2.2. Variational formulation of the dual problem

Let us consider the simplified problem obtained by assuming z to be a given function
taking its values in [0, ε[. Then, the solution η of (9) turns out to solve the following
problem:

min
η∈Kz

α

2

∫
Ω

|div η|2 +
√
α

∫
Ω

fdiv η +
β

2

∫
Ω

|η|2, (11)

where Kz is the closed convex set defined by:

Kz = {η ∈ H0(div,Ω), |η| ≤
√
ε2 − z2}. (12)

and where |η| is defined as :

|η| =
√
η2

1(x) + η2
2(x) ∀η =

(
η1

η2

)
.

The variational inequality associated to problem (11) is thus:{
Find η ∈ Kz such that ∀ψ ∈ Kz

a(η, ψ − η) ≥ l(ψ − η), (13)

where a is defined by:

a(η, ψ) = α

∫
Ω

divη divψ + β

∫
Ω

ηψ, (14)

and l is defined by:

l(η) = −
√
α

∫
Ω

f divη. (15)

The bilinear form a is symmetrical and coercive in H0(div,Ω). Indeed, there exists a
constant cα = sup(α, β), such that for all η and ψ ∈ H0(div,Ω), one has:

|a(η, ψ)| ≤ cα‖η‖H(div,Ω)‖ψ‖H(div,Ω), (16)

and there exists a constant γ0 = inf(α, β) such that for all η ∈ H0(div,Ω), one has:

a(η, η) ≥ γ0‖η‖2H(div,Ω)
. (17)
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Moreover l is linear and continuous over H0(div,Ω) since for all η ∈ H0(div,Ω), one
has:

|l(η)| ≤ cl‖η‖H(div,Ω). (18)

where cl =
√
α‖f‖0,Ω.

3. The interpolation error estimates

We now focus our interest on the analysis of the approximation error due to the use of
quadrilateral finite elements method by discretizing the domain with quadrilateral rect-
angles. We are most interested in the analysis of the different ways of projection in the
restoration algorithm (10), in order to provide the best restoration results.

3.1. A brief recall on Raviart-Thomas’s element [19]

Let Ω be a bounded, open subset of IR2, having a boundary Γ, Γ = ∂Ω, which is
piecewise C1. Let T h be a decomposition of Ω̄ into compact sets K, such that Ω̄ =
∪K∈T hK. The elements K are obtained as the range of a reference elements K̂ by the
transformation FK (see figure 3) which is a linear and bijective mapping defined by the
following relation (see [20]):

x = F (x̂) = Bx̂+ b, (19)

where B is an invertible matrix and b a vector on IR2.

Figure 3. The mapping F .

A R I M A



68 A R I M A – Volume 15 – 2012

The derivative of this function is then DF = B, and the determinant is det(DF ) =
detB.

Let us now introduce the following expression of the norm for a vector v ∈ IR2:

||v||p = [
∑
i=1:2

|vi|p]1/p, (20)

and the expression of the norm of matrix B:

‖B‖ = sup
ξ 6=0

|B ξ|
|ξ|

, (21)

where |ξ| is the Euclidean norm of vector ξ in IR2.

Denoting by h(K) the diameter of K, and ρ(K) the maximum diameter of the balls
included in it (see figure (3)), we thus have the following result:

Lemma 3.1 ([8]) The following majoration of the norms holds:

||B|| ≤ h(K)

ρ(K̂)
, ||B−1|| ≤ h(K̂)

ρ(K)
. (22)

Besides, there exists a constant δ such that:

|detB| ≤ δ [h(K)]2. (23)

Let us recall the Hilbert space:

Hm(Ω) =
{
v ∈ L2(Ω), ∂γv ∈ L2(Ω), |γ| ≤ m

}
,

and its semi-norm:

|v|m,Ω =

 ∑
|γ|=m

‖∂γv‖20,Ω

1/2

.

as well as the norm on the Hilbert space H(div,Ω) (resp. H0(div,Ω)):

‖η‖H(div,Ω) =
[
‖η‖2L2(Ω) + ‖divη‖2L2(Ω)

] 1
2

. (24)
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According to the decomposition of Ω̄, the Raviart Thomas’s finite element used con-
siders the shape vectors qk, which are defined on the square element K, centered at point
(xK1 , x

K
2 ), by (h is the mesh size ie the the side length of the square K):

qK1 =


h+ 2(x1 − xK1 )

2h

0

qK2 =


0

h+ 2(x2 − xK2 )

2h

(25)

qK3 =


h− 2(x1 − xK1 )

2h

0

qK4 =


0

h− 2(x2 − xK2 )

2h
.

(26)

The simplest approximation space for H0(div,Ω) is thus defined as it follows:

V h =

η | η ∈ H0(div,Ω),∀K ∈ T h, η|K =
∑

k=1,2,3,4

ηKk q
K
k (x1, x2)

 . (27)

The interpolation operator Πh of H0(div,Ω) in V h, is thus defined as follows:

∀ γ, γ side of the mesh T h,
∫
γ

Πhη.nγ =

∫
γ

η.nγ , (28)

where nγ is the outing normal vector to γ.

Theorem 3.1 ([20]) Provided the family mesh Th is uniformly regular (FK is linear),
there exists a constant c independent on h and η, such that:

||η −Πhη||0,Ω ≤ c h |η|1,Ω, ∀ η ∈ [H1(Ω)]2, (29)

and if div (η) ∈ H1(Ω), then:

||div (η −Πhη)||0,Ω ≤ c h |div (η)|1,Ω. (30)

Given the previous results, one can now establish the standard following error bound
which is given in Raviart-Thomas [19] and Roberts-Thomas [20] for p = 2.

Theorem 3.2 For all η in H(div,Ω)∩ [W 1,p(Ω)]2 where p ≥ 2, there exists a constant c
independent on h such that:

|η −Πhη|0,p,Ω ≤ c h |η|1,p,Ω. (31)

A R I M A



70 A R I M A – Volume 15 – 2012

3.2. Estimates of the interpolation error

Let us denote by zh, the approximation of z, on the set Lh of piecewise constant
functions, which constitute an inner finite dimensional approximation of L2(Ω):

Lh =
{
zh ∈ L2(Ω) ; zh|K ∈ P0(K), ∀K ∈ T h

}
, (32)

then the approximation space of D, denoted by Dh, is the intersection of sets V h × Lh
and D, and it is defined as:

Dh =
{

(ηh, zh) ∈ V h × Lh ; |ηh(χ)|2 + |zh(χ)|2 ≤ ε2 ; zh(χ) ≥ 0, ∀χ ∈ N
}
, (33)

whereN is the set of the nodes of the mesh which are the center points of the elementsK.

Let us now define the convex set Kzh , as:

Kzh =
{
ηh ∈ V h, |ηh(χ)| ≤

√
ε2 − |zh(χ)|2,∀χ ∈ N

}
, (34)

Remark 3.1 The convex set Kzh is not a subset of the convex set Kz defined above in
(12):

Kz = {η ∈ H0(div,Ω), |η| ≤
√
ε2 − z2}.

The approximation problem, associated to (13), is then the following one:{
find ηh ∈ Kzh such that ∀ψh ∈ Kzh :
a(ηh, ψh − ηh) ≥ l(ψh − ηh). (35)

The solutions η of problem (13) and ηh of the approximation problem (35) satisfy the
following results:

Lemma 3.2 There exists a constant C independent on h such that:

‖η‖H(div,Ω) ≤ C‖f‖0,Ω, (36)

and
‖ηh‖H(div,Ω) ≤ C‖f‖0,Ω. (37)

Proof:
From the variational inequality (35), one deduces:

l (ψh − ηh) ≤ a (ηh, ψh − ηh) , ∀ψh ∈ Kzh . (38)
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By setting ψh = 0 in this inequality and by using (18), one obtains:

a (ηh, ηh) ≤ l(ηh) ≤ cl‖ηh‖H(div,Ω). (39)

Since cl =
√
α‖f‖0,Ω and a is coercive (17), one obtains the following inequality:

γ0‖ηh‖H(div,Ω) ≤
√
α‖f‖0,Ω. (40)

Then we deduce the result for C =
√
α/γ0.

η being the solution of problem (11), and assuming |Ω| ≤ 1, one can now deduce the
following result:

Lemma 3.3 If |Ω| ≤ 1 then for (η, z) ∈ D, and (ηh, zh) ∈ Dh, there exists a constant cz
such that the following result holds:

‖z − zh‖0,Ω ≤
√

2(ε+ czh). (41)

Proof:
We notice that z ≤

√
ε2 − |η|2 on Ω and it exists a constant cz > 0 such that :

zh ≤
√
ε2 − |Πhη|2 + czh.

Then: ∫
Ω

|z − zh|2 ≤
∫

Ω

|z|2 + |zh|2,

≤ 2(ε+ czh)2|Ω|.
(42)

Bounding |Ω| by 1, lemma (3.3) is proved.

Finally, for |Ω| ≤ 1 the following main result concerning the estimation of the error
holds for η ∈ Kz:

Theorem 3.3 For the family of quadriangulations Th assumed to be uniformly regular,
and by assuming that the parameters β and α are lower than 1, there exists a constant c
independent on h, such that:

‖η − ηh‖H(div,Ω) ≤ c h
1
2 . (43)

Proof:
For η ∈ Kz and ηh ∈ Kzh and from the variational inequalities (13) and (35), one
deduces:

l (ψ − η) ≤ a (η, ψ − η) , ∀ψ ∈ Kz, (44)
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l (ψh − ηh) ≤ a (ηh, ψh − ηh) , ∀ψh ∈ Kzh . (45)

Then, for all ψ ∈ Kz and ψh ∈ Kzh :

a (η − ηh, η − ηh)= a (η, η − ηh)− a (ηh, η − ηh),
= a (η, η − ψ) + a (η, ψ − ηh)−
a (ηh, ψh − ηh) + a (ηh, ψh − η),

≤ l (η − ψ) + l (ηh − ψh) + a (η, ψ − ηh) + a (ηh, ψh − η) .

(46)

Since the bilinear form (14) and the linear operator defined in (15) are both continuous:

a (η − ηh, η − ηh) ≤
√
α‖f‖0,Ω

[
‖η − ψh‖H(div,Ω) + ‖ψ − ηh‖H(div,Ω)

]
+

cα‖η‖H(div,Ω)‖ψ − ηh‖H(div,Ω) + cα‖ηh‖H(div,Ω)‖ψh − η‖H(div,Ω).

(47)
From the coerciveness of a (17), one gets:

γ0‖η − ηh‖2H(div,Ω)
≤
[√

α‖f‖0,Ω + cα‖ηh‖H(div,Ω)

]
‖η − ψh‖H(div,Ω)+[√

α‖f‖0,Ω + cα‖η‖H(div,Ω)

]
‖ηh − ψ‖H(div,Ω)

(48)
and from the majorations (36) and (37) we deduce:

γ0‖η − ηh‖2H(div,Ω)
≤ [
√
α‖f‖0,Ω + cαC‖f‖0,Ω] ‖η − ψh‖H(div,Ω)+

[
√
α‖f‖0,Ω + cαC‖f‖0,Ω] ‖ηh − ψ‖H(div,Ω).

(49)

Setting A =
1

γ0
(
√
α‖f‖0,Ω + cαC‖f‖0,Ω), one fianlly obtains:

‖η − ηh‖2H(div,Ω) ≤ A
(
‖η − ψh‖H(div,Ω) + ‖ηh − ψ‖H(div,Ω)

)
(50)

and eventually:

‖η − ηh‖2H(div,Ω) ≤ A
(

inf
ψh∈Kzh

‖η − ψh‖H(div,Ω) + inf
ψ∈Kz

‖ηh − ψ‖H(div,Ω)

)
. (51)

Step 1 : Determining an upper bound to inf
ψh∈Kzh

||η − ψh||H(div,Ω):

Let us set ψh ∈ V h, such that:

ψh(χ) =

√
ε2 − z2

h(χ)√
ε2 − z2(χ)

η(χ), ∀χ ∈ N . (52)
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Since η ∈ Kz , it follows that ψh ∈ Kzh .

The expression of ψh implies, that it exists a constant c1 > 0 independent on h, such
that:

|ψh(x)− η(x)| ≤ |
√
ε2 − z2

h(x)−
√
ε2 − z2(x)|+ c1h, ∀x ∈ Ω. (53)

In order to bound from above the second term of this inequality let us use the following
property for an arbitrary function f :

|f(x)− f(y)| ≤
∫ x

y

|f ′(t)|dt.

By setting f(t) =
√
ε2 − t2, one has:∣∣∣∣√ε2 − z2

h −
√
ε2 − z2

∣∣∣∣ ≤ ∫ zh

z

|t|√
ε2 − t2

dt. (54)

From Hölder’s inequality, one can claim that for all p and q such that
1

p
+

1

q
= 1:

∣∣∣∣√ε2 − z2
h −

√
ε2 − z2

∣∣∣∣ ≤ (∫ zh

z

|t|pdt
)1/p(∫ zh

z

1

(ε2 − t2)q/2
dt

)1/q

. (55)

Setting s = ε− t, one has ε2 − t2 = −s2 + 2εs, and:

1

(ε2 − t2)q/2
' 1

(2εs)q/2
=

1

(2ε)q/2
.

1

(s)q/2
. (56)

Thus the term in (56) can be integrate provided
q

2
< 1, which means that for all q,

1 < q < 2 there exists a constant cq such that:(∫ zh

z

1

(ε2 − t2)q/2
dt

)1/q

≤ cq, (57)

and therefore for all 1 < q < 2, (which means that for all p > 2):∣∣∣∣√ε2 − z2
h −

√
ε2 − z2

∣∣∣∣ ≤ cq (∫ zh

z

|tp|dt
)1/p

. (58)

Finally: (∫ zh

z

tpdt

)1/p

≤
([
|tp+1|
p+ 1

]zh
z

)1/p

,

≤ cp
∣∣∣zp+1
h − zp+1

∣∣∣1/p,

(59)
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with cp = (
1

p+ 1
)1/p.

In order to find an upper bound to the second term of the inequality (59), let us notice
that for any f continuously differentiable, one has:

|f(x)− f(y)| ≤ sup
t∈IR
|f ′(t)|.|x− y|. (60)

Setting f(t) = tp+1, one obtains that for all t (such that t ∈ [z, zh] if zh ≥ z, and
t ∈ [zh, z] otherwise), the following result holds:

|f ′(t)| ≤ (p+ 1)εp.

Replacing the function f , defined at (60), one has:∣∣∣zp+1
h (x)− zp+1(x)

∣∣∣ ≤ (p+ 1)εp|zh(x)− z(x)|, ∀x ∈ Ω. (61)

From inequalities (58) and (59), there exists a constant cε = cq.ε such that for all p > 2:∣∣∣∣√ε2 − z2
h(x)−

√
ε2 − z2(x)

∣∣∣∣ ≤ cε|zh(x)− z(x)|1/p. (62)

Using the L2 norm for (53), one obtains that it exists a constant c2 such that:

‖ψh − η‖0,Ω ≤
√

2‖
√
ε2 − z2

h −
√
ε2 − z2‖0,Ω + c2h, (63)

and from the upper bound (62):

‖ψh − η‖0,Ω ≤
√

2cε‖(zh − z)1/p‖0,Ω + c2h. (64)

Since for p ′ > 2 the inclusion Lp
′
(Ω) ⊂ L2(Ω) is satisfied, the L2 norm can be replaced

by the Lp
′

norm; therefore:

‖ψh − η‖0,Ω ≤
√

2cε‖(zh − z)1/p‖Lp ′ (Ω) + c2h. (65)

Setting p ′ = 2p with p > 2, it comes out that:

‖ψh − η‖0,Ω ≤
√

2cε

[∫
Ω

(zh − z)2

] 1
2p

+ c2h,

≤ cε‖zh − z‖
1
p

0,Ω + c2h,

(66)

and with the estimation (41), one deduces that:

‖ψh − η‖0,Ω ≤ 2cε(ε+ czh)
1
p + c2h. (67)
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From a similar argument, the divergence operator also satisfies:

‖div(ψh − η)‖0,Ω ≤ 2cε(ε+ czh)
1
p + c2h. (68)

Finally, one deduces that there exists a constant c
′

such that the following result is true:

inf
ψh∈Kzh

||η − ψh||H(div,Ω) ≤ ||η − ψh||H(div,Ω) ≤ c
′
h. (69)

Step 2 : Finding an upper bound to inf
ψ∈Kz

||ηh − ψ||H(div,Ω):

Since ηh ∈ Kzh , one derives the upper bound:

|ηh(χ)| ≤
√
ε2 − z2

h(χ), ∀χ ∈ N .

From an extension of this upper bound over all the domain Ω, one can claim that there
exists a constant c3 > 0 independent on h, such that:

|ηh(x)| ≤
√
ε2 − z2

h(x) + c3h, ∀x ∈ Ω. (70)

Let us set:

ψ =

√
ε2 − z2√

ε2 − z2
h + c3h

ηh. (71)

Then:

|ψ(x)| =
√
ε2 − z2(x)√

ε2 − z2
h(x) + c3h

|ηh(x)|, ∀x ∈ Ω. (72)

Therefore:
|ψ(x)| ≤

√
ε2 − z2(x), ∀x ∈ Ω (73)

which leads to: ψ ∈ Kz .

From the expression of ψ and the majoration (70), one has the following inequality:

|ψ(x)− ηh(x)| ≤ |
√
ε2 − z2(x)−

√
ε2 − z2

h(x)|+ c3h, ∀x ∈ Ω. (74)

The inequality (62) is proved and by using the same arguments for the divergence operator
one concludes that there exists a constant c

′′
independent on h, such that one has the

following result:

inf
ψ∈Kz

||ηh − ψ||H(div,Ω) ≤ ||ηh − ψ||H(div,Ω) ≤ c
′′
h. (75)

Then by the inequalities (69) and (75) and the majoration (51), one deduces that there
exists a constant c(f, ε, α, β) =

√
A(c′ + c′′), verifying the following inequality:

‖η − ηh‖H(div,Ω) ≤ c(f, ε, a, β)h
1
2 . (76)
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4. Numerical results

In this section, we compare the restoration results obtained with the projection algorithm
(10) using the projection on the interior edges midpoints of the elements K, and the one
using the projection on the center points of the elementsK. This comparison will be made
by calculating the interpolation error and also the SNR coefficient, which is the parameter
commonly used to assess the restoration results.

We recall that the SNR is the signal-to-noise ratio, used to estimate the quality of an
image I2 with respect to a reference image I1, defined by the expression:

SNR(I1/I2) = 10 log10

[
σ2(I1)

σ2(I1 − I2)

]
where σ is the variance.

We begin by presenting a 2D processed image, obtained using the dual algorithm with
the choice of parameters (ε = 1, α = 0.07 and β = 10−3) (which guarantees the best
restoration results).

Figure 4 displays the original image which is a squared image 115 pixels×115 pixels,
and the associated noisy image f obtained by adding a Gaussian noise, whereas Figure
5 shows the restored images obtained by using the dual algorithm. In Figure 5, image
(a) is obtained by using the projection on the interior edges midpoints of the elements K
whereas image (b) is obtained using the projection on the center points of the elementsK.

To compare these two restoration results, we compute the approximation error of η.
One can observe from figure 6 that the projection on the center points of the elements K
(which is the method proposed and studied in this paper) provides a better restored image
than the projection on the interior edges midpoints of the elements K (which is a non
conforming method).

We can also compare these two restoration results using the coefficient SNR. Then for
figure 5(a) the SNR value is 20 dB, whereas its value for figure (reffig:debruit(b) the value
of the SNR is 23.63 dB. This confirms the superiority of the proposed projection method
(projection on the center points of the elements K).

Finally, the two methods have been applied to the real (and famous) Lena image. The
figure 7 represents the original image figure 7 (a) and the noisy one figure 7 (b). The
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results obtained by the two of them are represented in Figure 8: part (a) for the non
conforming method (projection on the interior edges midpoints of the elements K) and
part (b) for the here proposed one (projection on the center points of the elements K).
Once again, one can observe better results for the latter method. Indeed, for Figure 8(a)
the norm ‖ηh − η‖H(div,Ω) is approximatively 10−2 (and the SNR is 17.69 dB) whereas

for Figure 8(b), the norm is approximatively 3.10−3 (and the SNR 20.11 dB).

5. Conclusion

It has been shown in this paper that one can adapt the Raviart-Thomas’s mixed finite
element for solving a non linear model including a local projection. The difficulty was to
overcome the fact that the local projection induces a non conforming field with respect to
the space H(div,Ω). But a local averaging of the normal flux at the middle nodes of each
side of the mesh (there are two values at these points) enables one to stabilize the method
and leads to improved numerical results. This method is very convenient in particular for
image processing, where non linear operators are required for denoising and preserving
the boundary of the objects.
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Figure 4. Original (left) and noisy (right) images.

(a) (b)

Figure 5. Denoising by different projection methods (left the projection on the interior
edges midpoints of the elements K and right the projection on the center points of the
elements K.
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(a)

(b)

Figure 6. The value of the norm ‖ηh − η‖H(div,Ω) as a function of the iteration k of the

projected descent algorithm (10), for the two projections: (a) for the non conforming one
(the projection on the interior edges midpoints of the elements K) and (b) for the one
suggested here (the projection on the center points of the elements K).
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Figure 7. The original and the noisy images (Gaussian noise).

(a) (b)

Figure 8. The results of the two projection methods: left the non conforming and right the
one suggested here.
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